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Technological trend

40 Years of Microprocessor Trend Data
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Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2015 by K. Rupp
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* You will be using multi/many-core systems

» Performance will keep growing only for properly
designed parallel applications

» Mastering parallelism is not so easy

» Achieving a predictable behavior is harder
Parallel concurrency: inter-core dependencies
Multiple contention sources: bus, caches, memory, I1/0, etc.

» Existing solutions either sacrifice performance
(overprovisioning) or predictability



Applications Trend

» New applications requiring a prompt interaction
with the environment
» Replace human activities

o Driving, flying, sailing, farming, tracking, manufacturing,
building, checking, testing, etc.

e Higher workload

o E.g., from multiple cameras and sensing devices
o Require parallel computing platforms/accelerators

» Real-time guarantees
o What if a self-driving car “misses” a deadline?

e Higher criticality/safety requirements
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HERCULES target

@,

» Real-Time Embedded Super-Computing Platforms

» Integrated framework to achieve predictable
performance on top of cutting-edge heterogeneous
COTS multi-core platforms

» Technological baseline

Real-time scheduling techniques and execution models
recently proposed in the research community

High-performance/Low-power embedded COTS platforms
Next generation real-time applications




Main Goals
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Use Case 1: Autonomous Driving

» Domain controller
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Multi-sensory data fusion
Situation awareness
Trajectory planning

Long Range RADAR
Desired Range: 20— 120 m @ 20°FOV
N

Stereo Camera

Desired Range: 10 - 55 m @ 45° FOV

Desired Range: 2-25m @ 60° Fu
Ethernet Ultrasonic




Use Case 2: Avionics
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» Machine vision

Online computer learning for object detection and tracking

Onboard smart cameras (e.g. top: gearbox camera)
provide visual feedback to pilots; their embedded
processors are currently only used for simple image
enhancement tasks. Hercules could allow Airbus to
port its more complex machine learning and computer
vision algorithms to these low-power platforms and
offer additional features, e.g. surveillance while the
airplane is parked on the airport apron (right).




HERCULES at a glance

+Isolation
+Predictability
+Programmability
+Safety
+0Openness

Marko Bertogna - HERCULES




’ NN - S - - LI =

[ wri Automotive & k . Avionics |
Application | Applications AGNEY ;fv’ |

layer

I - 7\7-‘!53:- :

%, AIRBUS

! ARELY |
| L] pitom

Real Time || :VP3 N S -"‘""""'_:l \s’g:esduling 3
middleware rogramming | openct ‘ :
I models —jp%ﬁM — | And @

enmiP o,
sa vy ETH |} Schedutabitty [§ 2%

—_-—-—_-—-—_—_-—-—-_5

I wpa /ﬂ

| Real-Time "
| Operating Systems

Platform
layer

[ architecture'_s‘ ] ABELI' m Ziirich

\-______---__-_-_-___




Ecosystem Building
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Hardware Platform

@,

» Multi-core host + accelerator(s)
ARM big.LITTLE or similar power-efficient multi-core host
GPU, DSP cluster, many-core fabric or FPGA acceleration

» Two representative platforms selected @ month 6
One for each use-case domain (automotive and avionics)

Decision based on predictability, programmability,
performance/cost, power efficiency

Cutting edge technologies

Nvidia Tegra X1/Parker architecture (20/16nm), Xilinx Zynq
Ultrascale (16nm), Renesas R-Car H3 (16nm), Samsung Exynos 7
Octa (14nm), Qualcomm Snapdragon 820 (16nm), Intel 5t gen
Core (14nm), Kalray MPPA (28 nm), TT Keystonell (28nm)




Predictable Hypervisor

Lightweight RTOS
ERIKA Kernel on LITTLE cores

Linux with real-time patch
sched deadline

Lightweight OpenMP runtime
Predictable host-to-accelerator offloading routines
Predictable execution models

Compiler support



® ERCULES will provide a software framework to

simplify the development of next-generation real-time
applications on heterogeneous COTS platforms
TRL 5-6: validation in representative environments

» Multiple targets:
Performance with real-time guarantees
Low power/Low cost

» Mostly open-source
Linux, ERIKA, OpenMP
May protect some IP for market opportunities



marko.bertogna@un-

H , Pé@ High-Performance Real-Time Lab




