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struct static_key_false ...
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 struct cpufreq_frequency_table {
 unsigned int flags;
      unsigned int driver_data;
      unsigned int frequency;
 + unsigned int power;
 };
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Issue 1: Interface for the energy model / EAS

● Factor out part of cpufreq_schedutil.c::get_next_freq()

● Forecast OPP with cpufreq_table_find_index_l() (as in 

cpufreq_driver_resolve_freq())

● Index policy->freq_table directly from the scheduler ?
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Issue 1: Interface for the energy model / EAS

arm/arm64

PM_OPP

Others ?

energy.c

dev_pm_opp_add()

dev_pm_opp_get_power()

arm/arm64 Others ?

PM_OPP energy.c

arch_energy_model() ?
arch_freq_domains() ?
sched_energy_enabled() ?

?
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      unsigned int frequency;
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Issue 2: Overutilization

shared sd

shared sd sg
CPU 0

sg
CPU 1

sg
CPU2

sg
CPU3

sg
CPU
0-3

sg
CPU
4-7

DIE sd

MC sd

p

prev_cpu

this_cpu

select_task_rq_fair():

(1) wake_energy()

if ( … is_overutilized ( cpu_rq ( prev_cpu ) -> sd ) )
                                        return false

(2) for_each_domain (..., tmp )

if ( …. ! is_overutilized ( tmp ) )
                                        energy_sd = tmp

(3) find_energy_efficient_cpu ( energy_sd, ...)

big.LITTLE: CPU 0-3 have 
same compute capacity

DynamIQ is different !

How to implement “overutilization”?

1. Hierarchical per-sd

2. Selective per-sd (cached sd_eas) -> (sis() and sd_llc)

3. System-wide (per root-domain) 

wakeup

SD_ASYM_CPUCAPACITY
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Issue 3: Algorithm complexity
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Issue 4: Impact of idling big CPUs

Task placement Frequency selection

10 RTApp tasks, 5% duty cycle, 30 seconds

Hikey960 (CPU0-3 LITTLE, CPU4-7 big) 
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