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2 University of Trento - Trento (Italy) author_seondname�dit.unitn.itAbstrat. The problem analysed in this paper is how to e�etively sharea pool of resoures amongst software appliations onsisting of pipelinesof ommuniating tasks. The goal is to guarantee that spei�ed Qualityof Servie (QoS) requirements are met. To this end, we advoate theuse of a sheduling mehanism able to reserve fration of the di�erentresoures to the ompeting tasks. Our work is foused on a feedbakontrolled adaptation of these frations based on measurements of theQoS experiened by the appliation.1 IntrodutionIn this paper, we onsider embedded software appliations onsisting of multipletasks, whih run on di�erent and networked omputing nodes. Signi�ant exam-ples inlude (but are not limited to) MPEG streaming, video-surveillane andVoie-over-IP. The partiular problem we deal with is how to e�etively shareresoures without ompromising the real-time behaviour of the appliations. Infat, while resoure sharing is a ost e�etive and �exible solution enabled bymodern operating systems and middleware infrastrutures, it also introduesnon-deterministi sheduling delays a�eting the Quality of Servie of the appli-ation.In the past few years, researhers have been onfronted with the problem ofonstruting a real-time software infrastruture mathing the temporal guaran-tees of a dediated solution with the e�ieny of resoure sharing. A large bodyof results stemming from this ativity has foused on preditable shedulingmehanisms [1,2,3,4℄. The idea is to reserve a ertain fration of the resoures tothe ompeting tasks guaranteeing that this alloation will be respeted in time(within a spei�ed granularity). In the Resoure Kernels projet [3℄, the resourereservation approah has been suessfully applied to di�erent types of resoures(inluding disk and network).More reently, this tehnique has been omplemented with adaptive meha-nisms able to dynamially trak the resoure requirements of eah task: the ideaof feedbak sheduling. In this framework, the parameters of the shedulers areused as �atuators� to adjust the QoS measured by appropriate sensors within a-eptable bounds. In partiular, Stankovi et al. [5℄ propose a similar mehanism
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using the deadline of an EDF sheduler as an atuation mehanism. In [6,7,8℄,the use of a better suited sheduler enables the design of the feedbak law basedon a preise dynami model of the �plant� to be ontrolled, thus making for abetter founded appliation of ontrol theory to this problem.The results ited above do not o�er a general solution to the problem ofQoS management, sine do not support real-time appliations using multipleresoures. In general, the need for di�erent types of resoures may generateundesired e�ets of unexpeted harshness, unless the interation of di�erent al-loation mehanisms is adequately aounted for. In partiular, Rajikumar et al.[9℄ developed a framework (alled QRAM) that deides the fration of di�erentresoures to be alloated to the appliations by solving an optimisation (NP-hard) problem. However, the resulting alloation is stati and it does not allowthe sheduler to aommodate appliations with dynamially varying or sarelyknown resoure requirements. What we need is an appropriate ombination offeedbak ontrol and multiple resoure management.This paper o�ers a �rst ontribution in this diretion. We onsider applia-tions onsisting of pipelines of tasks whih ommuniate by means of interme-diate bu�ers, where tasks use resoures of di�erent type. For eah resoure, weuse a reservation-based sheduler [3℄ that allows one to reserve a spei�ed fra-tion (bandwidth) of the resoure to eah task using it. This tehnique allows tode�ne a dynami model that desribes the temporal evolution of the system. Inpartiular, we introdue a performane metri (alled sheduling error) that is agood indiator for both the QoS o�ered by the appliation and its e�ieny inutilising resoures. These issues are disussed in Setion 2. Based on this model,we de�ne a ontrol strategy that dynamially hanges the bandwidth of eahtask. This tehnique is alled adaptive reservations and has been proposed inprevious work for a single resoure [10,6℄. The entral ontribution of this paperis to extend it to pipeline of tasks. To this end, we use a deentralised ontrol al-gorithm, in whih eah stage of the pipeline is assoiated to a loal task ontrollerwhile a global supervisor enfores onsisteny on the total alloated bandwidthfor eah resoure. Eah task ontroller is based on a ombination of a preditorand of a ontroller that ounters the �utuations of the resoure requirements.Contrary to previous work on the ontrol of pipelined appliations [11℄, we anprove pratial stability of our algorithm, based on the dynami model of theplant. The ontrol design is shown in Setion 3. Finally in Setion 4, we showsimulations proving the e�etiveness of the approah (an implementation of thetehnique in the Linux kernel is under way).2 Task model and shedulingWe onsider a set of appliations A(1), . . . ,A(L) sharing a pool of resoures R =
{R1, . . . ,RR}. Resoures an be of potentially di�erent kind (e.g., CPU, disks,network links et). An appliation A(i) onsists of a pipeline of n(i) tasks A(i) =

(τ (i)[1], . . . , τ (i)[n(i)]), whih are pairwise onneted by uni-diretional bu�ers. Fornotational onveniene, we will heneforth omit the (i) supersript whenever the



disussion refers to a single appliation. Eah resoure is alloated by a shedulerthat operates using sheduling parameters deided for the di�erent tasks.2.1 The task modelConsider an appliation A assoiated to a pipeline τ [1], . . . , τ [n]. Task τ [1] a-quires its input from a data soure, whih produes data bloks (tokens) at aregular rate. Tokens are proessed in sequene by eah task in the pipeline andarrive to τ [n] whih sends the result to an output devie (e.g. a sreen if we aredealing with a video stream). The �rst task in the pipeline is periodially ati-vated at the prodution period T of the data soure (time-triggered ativation).The remaining tasks of the pipeline are ativated as soon as a new element ispushed into the input bu�er by the task in the previous stage of the pipeline(event-triggered ativation).When task τ [j] reeives the kth token, it instantiates a job J
[j]
k , whih annotstart before the termination of J

[j]
k−1 (e.g. the deoding of a frame in a MPEGstream annot start if the previous frame is still being deoded). The job on-sumes one input token and produes one output token, whih is plaed on theoutput bu�er. When a job is terminated, in absene of a new token to proess,the task is bloked on a read operation. On the ontrary, write operations areassumed to be non-bloking. As disussed next, our adaptive sheduling solutionallows us to respet this semanti with a �nite number of bu�ers. We denote by

s
[j]
k the start time of J

[j]
k and by f

[j]
k its �nishing time.As a simplifying assumption, we require that eah task τ (i)[j] uses only oneresoure, denoted by r(i)[j]. The resoure requirement of the kth job of task

τ [j] is denoted by c
[j]
k . Sine we are interested in real-time appliations, job

J
(i)[j]
k is assoiated a deadline d

(i)[j]
k , whih is a soft exeution onstraint, i.e.,oasional failures are tolerated provided that the problem be kept in hek.Sine the ativation pattern of the pipeline is periodi, it is reasonable to onsiderperiodially spaed out deadlines: d

[j]
k+1 = d

[j]
k + T. Conerning the initial valuesof the absolute deadlines {

d
[j]
1

}

, we set d
[j]
1 = d

[j−1]
1 + T, resulting into d

[j]
k ,

(k + j − 1)T.Example. Figure 1 shows an example of the ativation pattern of the jobs. Thebottom line reports the exeution of the �rst task in the pipeline, whose jobativations are periodially ativated. For the seond task in the pipeline (topline), the job J
[2]
k annot start until job J

[1]
k �nishes and produes the kth token.On the ontrary, J

[2]
k+1 starts right after J

[2]
k �nishes beause J

[1]
k+1 has alreadyterminated by that time and the (k + 1)th token is already available.2.2 The shedulerThe sheduler plays the role of a �plant� to be ontrolled. Therefore, we needan algorithm exposing sensors and atuators. Moreover, a sound design for a



Fig. 1. Example showing the ativation pattern of the jobs and the notation.feedbak sheduler has to be founded upon a realisti dynami model relatingthe QoS evolution to the ontrol hoies.To attain these goals, we restrited our hoie to sheduling algorithms thatlosely approximate a �uid alloation of the resoure (see [12℄). In simple terms,it means that eah task τ (i)[j] exeutes as if using a dediated resoure whosespeed is a fration (whih we all bandwidth) of the atual resoure r[j].Atuators. In our framework, the bandwidth b
(i)[j]
k an be set for eah job of

τ (i)[j]. Therefore, it an be used as an atuator to ontrol the evolution of theQoS. However, the sum of the bandwidths reserved for a resoureRr must neverexeed its total apaity Cr:
∀r ∈ R, ∀t

∑

i,j,k : r(i)[j]=r ∧ s
(i)[j]
k

≤t<f
(i)[j]
k

b
(i)[j]
k ≤ Cr, (1)Sensors.We introdue the sheduling error ǫ

(i)[j]
k , f

(i)[j]
k −d

(i)[j]
k as a metri toquantify the violation of a deadline, whih is measured by appropriate sensorsinside the operating system. This quantity is a good indiator for both the QoSexperiened by the task and its e�ieny in utilising resoures. Indeed, if task

τ (i)[i] produes an output to the end-users, a large positive sheduling errororresponds to an inreased lateny for the output of the output. In a real-timeappliation, this degradation has to be oped with by by either dropping tokensor inreasing the size of the bu�ers (whih is an expensive). On the other hand,a negative value for the sheduling error is assoiated to an exessive alloationof the resoure, as the job would have ompleted on-time with a smaller resourealloation as well. Therefore, it is required that the value of the sheduling errorbe kept as near as possible to zero.Dynami model: The evolution of the pipeline an be desribed by a dis-rete event model. Consider the kth token produed by the data soure, whihdetermines the subsequent ativations of the kth jobs for all the tasks in theappliation pipeline J
[1]
k , . . . , J

[n]
k . The state of the pipeline an be desribed bya vetor of state variables ǫk, where eah omponent is the sheduling error ǫ

[i]
kthat the ith element of the pipeline experienes when it proesses the token.



Fig. 2. The ontrol Sheme adopted in this paper. We zoom in one task ontroller toshow its internal struture.Due to lak of spae, in this ontext we omit a tehnial disussion on thederivation of the dynami model (see [13℄ for details). For our purposes it issu�ient to say that the evolution of ǫ
[i]
k is given by:

ǫ
[j]
k = σ

[j]
k +

c
[j]
k

b
[j]
k

− T, with σ
[j]
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ǫ
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{

ǫ
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, (2)where, for notational onveniene, the symbol σ
[j]
k = s

[j]
k − d

[j]
k−1 has been intro-dued to denote the start time of J

[j]
k relative to the �ideal� value d

[j]
k−1.3 Control designThe system desribed in this paper is omprised of di�erent software applia-tions that evolve independently and asynhronously from eah other. Moreover,referring to a single appliation, the di�erent omponents of its state vetors areasynhronously olleted at di�erent times (in the state vetor ǫk, index k refersto a token and not to a time instant). These onsiderations ditate a deen-tralised ontrol sheme, as shown in Figure 2, in whih eah resoure ontrolleronsists of a supervisor and of a olletion of task ontrollers.There is a strong separation of onerns between the task ontrollers and thesupervisor. Roughly speaking, the role of task ontrollers is to trak the resourerequirements of eah task to maintain or reover an equilibrium ondition wherethe QoS level is regarded as aeptable. On the ontrary, the role of the supervisoris to ensure that onsisteny Condition (1) is never violated. To this end, thesupervisor is allowed to hange the working onditions of the task ontrollers(i.e. the QoS level of the task) to lower their bandwidth requests. An importantremark regarding both the task ontrollers and the supervisor is that, sine theentire mahinery is ativated at every sheduling deision, the ontrol algorithmsare bound to take a few dozens of numeri operations.



Control deisions are taken at the start time of a new job J
[j]
k aordingto the following sheme: 1) the task ontroller aquires information about thestate of the task (in partiular σ

[j]
k and the omputation time of the previousjob c

[j]
k−1); 2) it omputes the new bandwidth b

[j]
k to be used for J

[j]
k and submitsthe request to the supervisor; 3) the supervisor grants the request if it does notviolate Condition (1), otherwise it hanges the working mode of some of the taskontrollers to redue the umulative required bandwidth. For the sake of brevity,in this paper we will restrit the fous only to the design of the task ontrollersand disuss their properties. For what onerns the supervisor, we will simplyo�er some insight into how a ontrolled QoS degradation (leading to diminishedbandwidth requirements) an atually be obtained. For a omplete desriptionof the supervisor the reader is referred [13℄.3.1 Task ontrollersA task ontroller operates on a single task τ [j] of the appliation A, but the o-ordinated ation of the di�erent task ontrollers for A aims at attaining stabilityproperties for the entire appliation. To this regard, a perfet alloation ouldbe one where the eah task experienes a null sheduling error and it reeives, ateah step, a bandwidth equal to b

[j]
k =

c
[j]
k

T
. This goal is not attainable, sine itwould entail preditive knowledge of c

[j]
k . A more realisti situation is one wherethe task ontroller uses a preditor able to produe, at the beginning of eahjob, a range P

[j]
k = [h

[j]
k , H

[j]
k ] suh that c

[j]
k ∈ P

[j]
k (see Figure 2). The designof the preditor is largely appliation dependent (see [6,14℄) and is out of thesope of the present paper. Beause of the resoure onstraints, it is importantto quantify a saturation level for the ontrol laws, whih is assoiated to themaximum bandwidth reserved to the tasks.Considering this ontrol sheme, a natural notion of pratial stability is thefollowing (see [15℄):De�nition 1. Consider the system de�ned by Equation (2) and let H,G be twosets suh that H ⊆ G ⊆ R

n. Let εk , [ε
[1]
k . . . ε

[n]
k ] and Pk , P

[1]
k × · · · × P

[n]
k .The system is said (H,G)-stabilisable in M steps i� there exists a ontrol suhthat:1. H is a Robust Controlled Invariant Set (RCIS): ∀k0 : ǫk0 ∈ H∧ck ∈ Pk∀k >

k0 implies ǫk ∈ H∀k > k0;2. H is robustly attrative from G in M steps: ∀k0 : ǫk0 ∈ G ∧ ck ∈ Pk∀k ∈
[k0, . . . k0 + M ] implies ǫk ∈ G ∀k ∈ [k0 + 1, . . . k0 + M ] ∧ ǫk0+M ∈ H.The �rst property in the de�nition above refers to the equilibrium ondition: werequire that the state evolves in a small set ountering the possible �utuationsof c
[j]
k within P

[j]
k . As far as the geometry of the H set is onerned, we areinterested in a hyperube where the state of eah task is onstrained in theinterval I = [−e, E] with e, E ∈ R

+, thus H = In = I × . . . × I. E quanti�es



the maximum delay a task an su�er, e quanti�es the e�ieny in utilisingresoures. Moreover, it an be shown [13℄ that the number of bu�er elementsrequired for intertask ommuniations between two stages of the pipeline an bebounded by ⌊

e+E
T

⌋

+1; therefore, with this number of elements, it never happensthat a task �nds a full bu�er in its write operation.The seond property in De�nition 1 relates to the evolution of the state whenit is initially outside of In . This situation ours as a result of a perturbationsuh as a temporary system overload whih prevents the task ontroller to use allthe bandwidth it needs. After a perturbation of the equilibrium has terminated,
k0 is the �rst job entering the �rst task of the pipeline. Generally, the shedul-ing errors experiened by the task instanes k0 − 1 on all the pipeline stages
{

J
[j]
k0−1

}

j=1,2,...
deviate from I = [−e, E] and are in the set J =[−e, L], with

e, L ∈ R
+ and L ≥ E. In this ase, L quanti�es the maximum delay that tasksin the pipeline will su�er. The de�nition requires that we are able to redue thestate from G = J n to H = In in at most M steps. The requirements of a �xednumber of steps (as opposed to an asymptoti de�nition) makes the property ofpratial interest for system design.In the sequel, we will separately look at ontrol shemes that attain RobustlyControlled Invariane and Robust attrativity.Maintaining the equilibrium The following o�ers neessary and su�ientonditions for the existene of a RCIS, and desribes a family of ontrol lawsattaining it.Theorem 1. A ontrol law attaining robust ontrolled invariane of INwith

I =[−e, E] exists i� the following onditions hold
H̃ ≤ T ∧

{

e + α[1]E ≥ T
(

1 − α[1]
)

e + E ≥ T
(

1−α
α

)

,
(3)where H̃ , maxj

{

supk{H
[j]
k

}

B[j]

}

, α[1] , infk

{

α
[1]
k

}

, α , minj≥2

{

infk

{

α
[j]
k

}}

,with α
[j]
k ,

h
[j]
k

H
[j]
k

. Furthermore, the ontrol laws meeting the goal requirementshave to be hosen in the range b
[j]
k ∈ [B

[j]
L (σ

[j]
k ),B

[j]
H (σ

[j]
k )], where:

B
[j]
L (σ) =

H
[j]
k

T+E−σ
[j]
k

, B
[j]
H (σ) = min

{

h
[j]
k

T − e − σ
[j]
k

, B[j]

} (4)Proof. See Appendix.The following remarks are very useful in the design of the supervisor.Remark 1. Condition (4) identi�es a family of ontrollers attaining the ontrolgoal (See Figure 3.(A)). The hoie of one element of this family depends on the
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[j]
Lis learly the most onservative in terms of used bandwidth. On the ontrary,piking a ontrol value loser to the upper bound B

[j]
H is the most robust hoiefor the QoS against possible un-modelled e�ets. Moreover, it is easy to show thatrobust ontrolled invariane of I is preserved if we hange the value of the band-width during the job, as long as its value always belongs to the [B

[j]
L (σ),B

[j]
H (σ)]range. Therefore, the supervisor is allowed to hange the bandwidth alloatedto the task up to B

[j]
L without ompromising the invariane of IN .It is possible for a task to speify di�erent values for the upper-bound E ofthe RCIS, whih orrespond to di�erent QoS levels. In a normal situation, thetask aims at the maximum QoS level, but it an swith to a degraded QoS (i.e.,a larger value of E) if an overload ours. Indeed, by doing so, its minimumbandwidth requirement B

[j]
L (σ) dereases. This type of degradation is anotherdegree of freedom exposed to the supervisor to manage overload situations.Restoring the equilibrium A ontrol law that attains (J n,In)−attrativityin M steps an be built using, for eah task ontroller j, two saturation levels

B′[j] and B[j] with B′[j] > B[j]. B′[j]is used to reover the equilibrium and B[j] tomaintain it. Let F
[j]
k be a number suh that H

[j]
k

T+E−F
[j]
k

= B′[j]. A ontrol strategyis built as follows:
b
[j]
k = B′[j] ifσ[j]

k ≥ F
[j]
k ,

b
[j]
k ∈ [B

[j]
L (σ), min B′[j],

h
[j]
k

T−e−σ
[j]
k

], ifE ≤ σ
[j]
k ≤ F

[j]
k ,

b
[j]
k ∈ [B

[j]
L (σ

[i]
k ),B

[j]
H (σ

[i]
k )], if − e ≤ σ

[j]
k ≤ E.

(5)The rational is very simple. When we are far o� from the target equilibrium,we use the maximum available bandwidth B′ to quikly redue the shedulingerror. Then we reah a zone (σk ∈ [E, F ]) where we an reah the equilibriumin one step. Finally, when we are inside the target we an swith to the ontrollaws that allow us to maintain the equilibrium (whih requires a lower saturationvalue). The family of ontrol laws onstruted in this way are those in the striped



Preditor E[α
[1]
k

] Pr{ǫ
[1]
k

∈ I} E[b
[1]
k

]Fix. 0.15/0.70 - 15.71% =Fix. 0.17/0.75 - 23.41% =MMA[3,3℄ 0.767 72.42% 16.9%MMA[12,3℄ 0.796 86.31% 15.4% Preditor E[α
[2]
k

] Pr{ǫ
[2]
k

∈ I} E[b
[2]
k

]Fix. 0.15/0.70 - 25.34% =Fix. 0.17/0.75 - 57.22% =MMA[3,3℄ 0.900 89.78% 73.7%MMA[12,3℄ 0.916 89.31% 73.5%Table 1. Experimental probability for a sheduling error in the target RCIS.area delimited by the tik lines in Figure 3.(B). The e�etiveness of this ontrolpoliy is shown in the next Theorem.Theorem 2. Under the assumption of Theorem 1, the family of ontrol laws inEquation (5) attains (J n, In)−attrativity (with J = [−e, L] and I = [−e, E])in M + 1 steps for the system in Equation (2) if Ĥ ≤ T+E−L+MT
M+1 , where Ĥ =

maxj

{

supk>k0
{H

[j]
k

}

B′[j]

}

≤ H̃.Proof. See Appendix.Remark 2. As one would expet, the saturation level required for attrativityis higher than the one required for mere ontrolled invariane. Indeed, the twovalues oinide if M → ∞.4 Experimental ResultsWe applied the ontrol tehniques shown so far to an MPEG-2 deoder, whosebehaviour has been simulated by using exeution traes measured from a realappliation running on Linux. The appliation onsists of a pipeline of two tasks.The �rst task loads the frames from the disk; therefore its resoure requirementsare proportional to the frame size. The seond task deodes the bu�ered frames;the resoure requirements are given, in this ase, by the deoding times measuredfrom the real appliation.We ran the simulations experiment onsidering di�erent senarios. In the �rstsenario, we used a �xed bandwidth alloation, in whih the bandwidth hosenfor the two stages were slightly above the mean value of the resoure require-ments. In the seond senario, we onsidered a �xed alloation with a greaterbandwidth value for the two stages. In the third and in the fourth senario, weused our ontrol sheme with di�erent preditors, based on multiple moving av-erages (MMA(3,3), and MMA(12,3), meaning respetively 3 and 12 independentaverages of 3 samples). The use of these preditors is motivated by the periodioding sheme used for the onsidered MPEG2 stream [6℄. The mean time re-quired to deode the frame was µc[2] = 26.85ms. The mean time required to loada frame for the disk and its standard deviation were respetively µc[1] = 4.941ms.For both tasks we spei�ed a desired RCIS [−e, E] = [−16ms, 16ms]. The ap-pliation has a period of T = 40ms (orresponding to 25 frames-per-seondstream).
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(a) (b) ()Fig. 4. Segments of exeution traes. (a) Resoure requirements, (b) Evolution of thesheduling error in the ase of �xed bandwidth (0.17/0.75). () Evolution in ase offeedbak ontrol with MA[12,3℄ preditor.Figure 4.(a) shows the temporal evolution of the resoure requirements in thetwo stages for 800 frames (as a perentage of the task period). In this segment, the
c
[2]
k value is often above the average. Moreover, c

[1]
k displays several peaks abovethe average. As a result, if we look at the sheduling error for �xed bandwidth(Figure 4.(b)), we an experiene large delays on the seond stage (whih su�ersfor both the peaks of c

[1]
k and of c

[2]
k ). The feedbak sheme, although based on apreditor that oasionally fails, is able to ompensate this e�et. If we want toevaluate the system performane on the entire stream, it is useful to omputethe experimental probability of having a sheduling error inside the target RCIS.This information is reported in Table 1, where the �rst olumn reports the meanvalue of the α

[i]
k parameter (i.e. mean

h
[i]
k

H
[i]
k

) produed by the preditors for thetwo stages. This is related to the quality of the predition and to the variabilityof the trae (a lower value orresponds to a higher variability). The last olumnreports the average bandwidth alloated by the ontrollers. The improvementahieved by using feedbak ontrol is evident. The last olumn of the table alsohighlights that the average bandwidth alloated by the ontroller is very loseto the average value of the omputation requirements.5 Conlusions and future workIn this paper, we have shown the appliation of a feedbak ontroller to the prob-lem of dynamial alloation of resoures to a time-sensitive appliation onsistingof a pipeline of tasks. The use of a sheduling mehanism that approximates a�uid partitioning of the resoures enables the de�nition of preise dynami modelfor the system, whih an be used in the design of a the feedbak ontroller pro-viding guarantees on its losed loop performane. Most of the future work willbe onentrated in evaluating di�erent strategies for the supervisor and on theappliation of stohasti ontrol tehniques to the design of the feedbak shed-uler.
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Lemma 1. Consider the job J
[j]
k of task τ [j] with j ≥ 2. A ontrol law existsguaranteeing that ǫ
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k ∈ I, ∀σ

[j]
k ∈ I, ∀c

[j]
k ∈ [h

[j]
k , H

[j]
k ] if and only if H

[j]
k

T
≤

B[j] ∧ e + E ≥ T

(

1−α
[j]
k

α
[j]
k

). Moreover, the bandwidth guaranteeing suh propertyhas to be hosen in the range identi�ed by Equation (4).Proof. For the sake of brevity, the proof is given only for the ase e + E < T .Consider job J
[j]
k , with k ≥2, of τ [j], with j ≥ 2. Under the stated hypotheses

σ
[j]
k ∈ [−e, E], in view of Equation (2), we an have ǫ

[j]
k ∈ [−e, E] i� T −e−σ

[j]
k ≤

c
[j]
k

b
[j]
k

≤ T + E − σ
[j]
k . Sine e + E < T, it is possible to re-write the ondition as:
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T+E−σ
[j]
k
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k

T−e−σ
[j]
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. As c
[j]
k is not known, and it may take any value in therange [h

[j]
k , H

[j]
k ], the only possibility for the ontroller not to violate last equationis the hoie of a bandwidth value belonging to the intersetion of all the rangesorresponding to any possible value of c

[j]
k , i.e. H

[j]
k

T+E−σ
[j]
k

≤ b
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T−e−σ
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. Suha hoie exists if and only if e+α
[j]
k E ≥ (1−α

[j]
k )(T −σ
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k ). The latter onditionmust hold for any possible value of the start time σ
[j]
k ∈ [−e, E], leading to

e + E ≥ T
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1−α
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)

. Furthermore, the hosen ontrol value must be legal, i.e.
b
[j]
k ≤ B[j]. This is possible if and only if H

[j]
k

T+E−σ
[j]
k

≤ B[j]. This must hold foreah possible value of σ
[i]
k ≤ E, whih leads to the existene ondition for theontroller: H

[j]
k

B[j] ≤ T.With simular arguments, we an prove the following for the �rst stage.Lemma 2. Consider job J
[1]
k of task τ
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.Proof. (of Theorem 1). First we fous on su�ieny of the theorem ondition,whih may be proved by proving the following statement S(k) indutively on
k > k0 :
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guarantees that ε
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k0+1 ∈ I. Furthermore, for Lemma 1, H
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) guarantees that ε
[j]
k0+1 ∈ [−e, E]. Therefore, εk0+1 ∈ H is derivedfrom the intersetion of all these onditions, i.e. the left-hand side of S(k0).For a generi k, assume S(k−1) holds, εk0

∈ H and ch ∈ Ph∀h ∈]k0, k]. Then,under the onditions of the left-hand side of S(k − 1), we have: εk ∈ H. For thetwo ited lemmas, εk+1 ∈ H is thus derived from the intersetion of the ondi-tions H
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,plus the ones in the left-hand side of S(k− 1). These onstitute exatly the left-hand side of S(k). Therefore, S(k) is true for any k > k0. Su�ieny of thetheorem ondition is obtained by observing that it is obtained as limk→+∞ S(k).Conerning neessity of the theorem ondition, we have to observe that inthe de�nition of RCIS (1) the stated property is required to hold for eah k0.This means that, if we onsider only a single evolution step of the state vetorfrom k0 to k0 +1, Lemma 2 and 1 require H
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) as neessary onditions to guarantee that
εk0+1 ∈ H. Therefore, by onsidering any possible value for k0, we obtain thatall of these onditions (at varying k0) must hold true, leading to the theoremproof.
(H,G) attrativity. We reall that F

[j]
k has been de�ned as a number suh that

H
[j]
k

T+E−F
[j]
k

= B′[j]. Before showing Theorem 2, we need the following.Lemma 3. Under the assumptions of Theorem 2, any ontrol law hosen in thefamily in Equation (5) guarantees that: 1) if σ
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k ≥ −e, then ǫ
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k ], then ǫ
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k ∈ [−e, E].Proof. The Lemma immediately derives from the way the family of ontrollersis onstruted and from the evolution of the system, ondensed in Equation (2).For instane, to violate the �rst laim, we should hoose a value for b

[1]
k ≥

h
[1]
k

T−e−σ
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, whih is never done as shown in Figure 3.B. Similar arguments an beused for the other laims.Proof. (of Theorem 2) Consider k0 as de�ned above. As a preliminary step, weprove the following property:
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. (6)The proof is by indution on the stages of the pipeline. Let's fous on the�rst stage. In this ase, σ
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k0+n}. In view of the �rst property inLemma 3 and of the evolution of the system in Equation (2), ǫ[1]k0+n ≥ −e is easily



veri�ed by indution on n. As far as the upper bound below E is onerned, weobserve that, if for any k ∈ [k0, k0+n] ǫ
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