
  

T. Cucinotta – Real-Time Systems Laboratory (ReTiS) – Scuola Superiore Sant’Anna

Migrating Constant Bandwidth ServersMigrating Constant Bandwidth Servers
on Multi-Coreson Multi-Cores

RNTS 2021RNTS 2021

Tommaso Cucinotta & Luca Abeni

Real-Time Systems Laboratory
Scuola Superiore Sant’Anna

Pisa, Italy



  T. Cucinotta – Real-Time Systems Laboratory (ReTiS) – Scuola Superiore Sant’Anna 2

Background and Background and 
motivations #1/2motivations #1/2

Relentless growth of computing demand
● satisfied for years by the “frequency-race”
● up to the impossibility of handling heat dissipation

– Intel’s cancelled plans for 5GHz-10GHz CPUs in 2004

● => we’ve been living a “multi-core race” in the last decade

Multi-core/multi-processing pervasive
● not only in High-Performance Computing (HPC)
● but also in embedded and real-time systems
● noteworthy modern use-cases:

high-performance embedded scenarios
– intelligent real-time driving assistants
– real-time video processing and object recognition
– real-time time-series forecasting

● Need for a multitude of “acceleration” technologies:
– Multi-core, GP-GPU, FPGA
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Background and Background and 
motivations #2/2motivations #2/2

● Open real-time systems
– dynamic real-time task sets on multi-core platforms

● new RT tasks may ask to be admitted at any time
● running RT tasks may terminate and leave the system

– requirement of minimizing energy consumption
(mobile devices)

● Frequent migration of RT tasks among cores
– when using utilization-based heuristics for task/core assignment
– First-Fit

● good: simple utilization-based overall test (based on biggest Ui)
● bad: for energy-management
● on DVFS frequencies scale up/down => need to migrate tasks to restore FF invariant

– Worst-Fit
● good: load spread across cores

– allows for keeping lower DVFS frequencies

● bad: if a new big U arrives => need to migrate tasks to make room
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Focus of the paper
● Adaptive Partitioning of RT tasks on multi-cores

– focus on independent, periodic tasks

● RT tasks scheduled using CBS/EDF reservations
(i.e., SCHED_DEADLINE)
– each task with parameters (WCET Ci, Ti)

has associated a reservation with (Qi, Pi)
● normally Qi = Ci and Pi = Ti

– at any time tasks (and their reservations) are partitioned among 
cores

● reservations {(Qi, Pi)}i deployed onto each core respect

● CBS handles a current budget qi(t) and abs deadline di(t)

Problem Presentation #1/2Problem Presentation #1/2
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Problem Presentation #2/2Problem Presentation #2/2

● RT tasks arrive dynamically at run-time
● each RT task is accepted on a specific core

– so that Eq. (1) is satisfied – incremental test
● total utilization of core h at time t: Vh(t)

● RT reservations may need to be migrated across 
cores

● Focus of the paper:
– on-line tracking of Vh(t)
– and its use for admitting new tasks/reservations
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Migrating CBS servers #1/2Migrating CBS servers #1/2
● When a CBS with Ui = Qi/Pi leaves a CPU h

(migration or termination)
– we cannot immediately subtract Ui from Vh(t)
– otherwise the incremental test based on Vh(t) might 

mistakenly admit new tasks that would lead to deadline 
misses

– we can safely do it
● on the current deadline di(t)
● earlier, at the 0-lag time

δi = di (t) − qi (t)/Ui

– a scheduler should track
the 0-lag times

● SCHED_DEADLINE in Linux has the inactive timer that can be used 
for this purpose
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Migrating CBS servers #2/2Migrating CBS servers #2/2

● When a CBS with Ui = Qi/Pi leaves a CPU h
– decreasing immediately Ui from Vh(t)

=> risk of deadline misses (incorrect)
– post-poning Ui subtraction to di(t) or 0-lag times

=> safe, but pessimistic

● In this paper, we demonstrate we can do better
– keep simplicity of utilization-based admission tests
– refine how exactly a task is admitted, considering 

the (still active) utilization of tasks that recently left 
the CPU
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Proposed Admission TestProposed Admission Test
● Consider at each time t the sum of all (still active) utilizations of 

migrated reservations in the future

● Vh(t)+Vh
m(t) is a step function

● New task with Ui = Qi/Pi admitted when:
– known utilization test:

– proposed budget test:
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ProofProof
● σ(t’): schedule when τi released at t

● σ’(t’): schedule when τi released at t’ < t

● scheduler: EDF

● di(t) unchanged
=> same prio in σ and σ’
=> τi cannot miss

● can other tasks miss due to the early 
release of τi ?

● t0: time after which all jobs active in [t’,t] 
and with deadline earlier than di(t) 
completed

● if t0 >= t, then σ = σ’

● If t0 < t, a task τj with dj(t) > di(t) might be 
delayed in [t0,t]
=> a deadline miss can only happen for a 
task j with deadline dj(t) > di(t)

● τi has Qi time units in [t, di(t)] in σ

● if τi preempts τj for an interval q0 in [t0, t]
=> q0 of his time units in [t, di(t)] are 
usable by τj to recover the delay
=> no deadline miss possible in σ’
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ProofProof
● At time t, we need to admit a new reservation (Qn+1, Pn+1)

● For each migrated utilization Ui scheduled to be subtracted by Vh
m(t) at some 

time δi

● A new task of utilization Ui can safely enter the CPU at time δi

● All these new tasks may be given the same absolute deadline: t + Pn+1

● Their release time can be safely moved back to time t (for Lemma 6.1)
● They are equivalent to a single task with the maximum budget of Theorem 1
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Experimental ValidationExperimental Validation
by Simulationby Simulation

● EDF scheduler in RTSim
● Random task sets (Emberson’s taskgen.py)

– overall utilization Utot of 0.90, 0.95 and 0.99
– number of tasks n from 4 to 10
– periods with log-uniform distribution in [1000, 2000], and period granularity of 100 time units

● Scenario (1000 repetitions for each value of U, n, k)
– task sets started synchronously
– simulation paused at random times, until we find a time in which there are at least k 

tasks with 0-lag time in the future (k = 1, 2, 3)
– k of said tasks are killed
– new task added to the CPU with

● random period within the minimum and twice the maximum among the times to the deadlines of the k 
killed tasks

● runtime Qnew equal to the maximum allowed by Theorem 1

– simulation continued till 10 times the biggest period in the tasks set
– verified that no deadline misses occurred
– log maximum runtime Qold according to old utilization-based test of Eq.(7)

and the bandwidth gain defined as (Qnew – Qold) / Qold
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Experimental ValidationExperimental Validation
by Simulationby Simulation
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ConclusionsConclusions

Proposed novel utilization test for admitting CBS 
reservations to a CPU
● less pessimistic than existing utilization-based test
● ease of use similar to a utilization-based test

Useful in scenarios with frequent migrations of RT tasks 
(and their reservations) among CPUs
● for example, with adaptive partitioning
● on mobile platforms, when applying DVFS changes to CPU 

frequency

Correctness of the new test
● Formally demonstrated
● Verified by simulations
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Future WorkFuture Work

● Integrate within Adaptive Partitioning variant of 
SCHED_DEADLINE we have at RETIS

● Integrate with power-aware variant of 
SCHED_DEADLINE being investigated for 
big.LITTLE and DynamIQ Arm architectures

● Evaluate applicability in the context of the use-
cases of the AMPERE EU project (2020-2022)
https://ampere-euproject.eu/
– Automotive
– Tramway

https://ampere-euproject.eu/
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Questions ?

tommaso.cucinotta@santannapisa.it
http://retis.santannapisa.it/~tommaso

Thanks!Thanks!
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