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Abstract—Reservation-based scheduling has been proved to be Il. BACKGROUND AND DEFINITIONS

an effective solution for serving virtual machines when some 1 k
kind of real-time guarantees are required. However, the virtu- The host can be modelled as a $8tA/"... VM"} of

alisation mechanism and the algorithm used for implementing VMS, with each VM VM* composed by a set (W_k real-
CPU reservations might have a large impact on the guarantees time tasks:V M* = {rF : i = 1,... N¥}. Each real-time task
provided to tasks running inside the VMs. This paper presents an Tz.k is a stream of jobsf,{“j, with job Jikj arriving (becoming

experimental evaluation of some different solutions, showing the 54y for execution) at time* .. executing for a time* .. and
different trade-offs and the advantages of using more advanck y ) ©J’ 9 B!

scheduling algorithms. finishing at timefi’fj. Jobs are also characterised by absolute
deadlinesd} ;, which are respected iff; < d¥ ;. In general,
I. INTRODUCTION df ; = fF;+ D} (Dj is the relative deadline of task"), and

ko k k ki ani iadic wi ;
In the last few years, one of the most remarkable trendlg i+ ~ ri;+ 7 thent? is said to be periodic with period

in computer science has been the move towards virtual nA ious| tioned. the alobal scheduler is in ch
vironments, in which traditional applications do not ditgc S préviously mentioned, the global scheduler IS in charge

run on bare hardware, but execute inside Virtual Maching% selecting the VM to be ixecuted (so, the .global sched-

(VMs). This allows to host multiple Operating Systems (OS er schgdules the VM$.VM })- In some previous works,

or applications (the guests) on the same physical machiee ({ servation-based aIgonthm; have been proposed fqr the

host) to better exploit its processing power. global schedu_lerZ because this class of scheduhng_digm;lt
With the recent improvements in virtualisation technoésgi allows to easily _|solate the performance of each single VM.

even running real-time activities inside VMs is beginnimg tlnformally speaking, reserxauon—based ;cheduler 820!%

become possible [1], [2], [3]. Of course, since such activ}9 allocate to each VM/'M*™ a computation budge” in

ties are characterised by temporal constraints that shoaild eg?% rrzsatle-rt\i/riﬂeo?aslf S{rfkﬂ; e;gcgt]:ﬁgvﬁ%// Z&?’? ;ﬁgeg:éae?gg
respected (often expressed in the form of deadlines), sr? _{Tf}. (", andT* and does not depend on the other VMs

. . . . 0]
cial care is needed to achieve predictable performance when'': /' . . .
scheduling the VMs. Such a predictability in VM execution§/NNNg In the host (this is also known emporal isolation

can be achieved by modelling the execution of multiple VMgrt_)r%erty). ficul i lqorith din thi K
containing real-time tasks as an instance of lierarchical € particular reservation aigorithm used In this work as a

schedulingproblem, which has been extensively studied iHlO.bal .scheduler Is the Constant. BandV\(ith Server (CBS) [9]
real-time literature [4], [5], [6], [7], [8]: real-time ths are which implements CPU reservations building on the top of an

scheduled according to a two-level hierarchy, where the h('f:sarl'ESt Deadline First (EDF) scheduler. When a WA/

kernel scheduler (scheduling the various VMs) acts glebal IS served, the amount of CPU time consumed by the tasks

; ting inside it is accounted by decreasing a varigble
scheduler(also calledroot scheduley, and the guest kernels execu :
schedulers (running inside the VMs) actlasal (or second- called budgef and VMs are scheduled based scheduling

. A : ) 4
level) schedulergalso calledeaf scheduleis deadlinesd” assigned by the CBS (the VM having the earliest

Reservation-based schedulers are often used as root sché ?ﬁggn‘g ]Sﬁa?slmset;tesghidlgsg)&k are initialised 100
ulers, because they can be easily modelled using the periodi e dQ " :
: : . hen a jobJ? . arrives at timer? ., V M" becomes ready for

resource allocation model [7]. This paper presents additio ) tJ A . .

. . . . execution, and the CBS has to assign a scheduling deadline to
experiences with reservation-based scheduling of VMswsho_ """ P ) ) }
ing how the scheduling algorithm used to implement cply If 7i; < d* — geT™ (the CBS is said to bactive), thgn
reservations can affect the system performance, if corabiri€ latest scheduling deadlin# (and the latest budger”)
with proper VM implementations. In particular, if it is pos-can be used; if}; > " — ZzT* (the CBS is said to bille),
sible to ensure that the execution time reserved to a VM asnew scheduling deadling® = r{-fj + T* is generated and
consumed only by the real-time tasks running in the guesie budge;* is replenished ta*.
(and not by the guest kernel, or by the VM code), then it When ¢* arrives to0, the CBS servingl’ M* is said to
is possible to take advantage of some particular schedulipg depleted, and according to the original CBS algorithm

algorithms such as the Constant Bandwidth Server (CBS) [%he budget¢® is immediately replenished t6)* and the



Worst Case Execution Time (WCET) of task. Note that this
& Qk | analysis is very pessimistic because of the large “hole’'iz s
I 2(T* — Q%) at the beginning of the supply bound function.

I 1. USINGKVM AS VIRTUALISATION MECHANISM

The pessimism in traditional hierarchical scheduling anal
ysis (highlighted in Section II) can be reduced in some
particular situations. For example, if all the real-timsks
sbf() executing inV M* are periodic, and have offset equal @o
then it is possible to take advantage of the CBS properties to
t reduce the pessimism in the analysis. This is possible due to

. . - _a property of the hard CBS algorithm:
the server bulget, the task execuion, and the supply baumaién. -~ Lemma 1:When scheduling task with a hard CBS, ifrt

is ready for execution at timg thend® — T* < t < d* [10].
Based on the previous property, it is possible to prove the

scheduling deadline is postponeddo+ 7% (so,V M* can be following theorem:

immediately scheduled). As an alternative, the budgetlvéll  Theorem 2:If the hard CBS algorithm is used for schedul-
replenished and the deadline will be postponed (as abovwg) omg VM* and all the real-time tasks ¥ M* are released
at time ¢*. Until such a time,V M* is not schedulable (so, simultaneously \(i, 7% 0 = = rf) and all the tasks periods are
tasks 7/ hosted insidel’ M* cannot execute untii*). This integer multiples ofl'* (Vi, P*%T* = 0), then the maximum
is known ashard reservation behaviouf10]. When using time ¢, for which V¢ < ¢, sbf’“(t) =0is T% — Q* (and not
the CBS to schedule concurrent VMs, the hard behavioRfT* — Q*) as in the original analysis).

is preferred, because it simplifies the schedulability ysial Proof: Sincesbf*(t) represents the minimum execution
Hence, this paper will only consider the hard CBS algorithntime received by’ M* in an interval (r* U, f] +t), to can

When using a hard CBS, “Ek % < 1 (global schedu- be larger tharil™* — Q* only if a job J, ’- arrives when the
lability condition) thenV M* is guaranteed to execute forbudgetq” is 0 (hence, it must wait untid’~C to replenish the
Q" time units everyT*. Hence, the local schedulability ofbudget; then, an additional deldy* — Q* can be added due
tasks {7¥} can be checked by using time-demand analysis interference from higher priority CBSs). Hence, to prove
and assuming the so called periodic resource allocatioremothat t, < 7% — Q" it is sufficient to prove that when a new
with the worst-case arrival pattern. job ka arrives,d” is always equal tok + T* (this implies

In particular, the worst-case arrival pattern for tagk(i.e., thatq =Q").
the arrival pattern that maximises the response timerfgr  If JF; arrives when the CBS is idle, thett = 7}, + T*
happens when the arrival tim¢ ; of a a job.J; of such a by definition.
task coincides with the CBS depletion time (this meansghat  If, instead J’f arrives when the CBS is active, thefi —
becomed) at timer¥ ;)- In this casleJ can have to wait for 7% < r¥. < d}‘ (see Lemma 1). Moreover* is equal to
atime2(T* — Q") before being able to execute (see Figure 1)} 0—i—zT wherez is an integer number and ;, is the arrival

Considering this worst case situation, it is possible tmme of the Iatest jOb arrived when the CBS was idle. Since
define thesupply bound functiorsbf*(¢) for VM VM*, PF%TH =0, vk, = rf +nT* andrf ;) = rf + mT*, with n
indicating the minimum amount of execution time thad/*  andm integer numbers. Hencé’f—rf?j =7} Jo+ZTk—7"1 =
is guaranteed to receive in the time mter(/efij, i +1t). By ok 4+ mTF + 2TF — (v + nT*) = (m + 2 — n)Tk is an
looking at Figure 1 it is possible to notice thdtf"(¢) has a integer multiple ofT*. Combiningd*® — T* < r¥. < d* and
large “hole” of size2(T* — Q*) at the beginning. The function gk — v . — (m 4 z —n)T* :> dF — (m+z— )T7g =1k the

2(Tk=Q¢)

is formally described by the following equation: only possmle result igl* = r* o Tk, u
. ( Q) - Note that Theorem 2 is only valid if the hard CBS algorithm
sbf*(t) = {TJ Q™+ is used for VM scheduling (it relies on the fact that a CBS

assigns scheduling deadlinesgs + 7" when the server is
_QM - t—(TF - QF) ™ () idle), and when the reservation budget is consumed only by
Tk the real-time tasks? running inside the VM. In particular, if
the reservation budget is consumed by the host kernel, or by
khe VM code (to emulate the various hardware devices), or by

checking if each task’ is schedulable, and such a chec
can be performed by comparing f* () with the demanded non real-time tasks running inside the VM, then the property
cannot be applied and the more pessimistic analysis must be

time for 7. For example, in case of fixed priority schedulingJ d
inside the guest and periodic real time tasks, the deman
time for taskr? in time interval (r*

+ max{0,t — 2(

The local schedulability of A/* can then be tested by

he hierarchical scheduling approach described above has
Tig ’kﬂ been first tested on a full system emulator, that emulates all
CF + X p(riy>P(rh) [TT“W Cy whereCf = max;{c};} isthe the hardware details of a real machine. The CPU can be

+1t) is smaller than



virtualised by using the KVM technologywhich uses a Linux 0 — o
kernel module for safely executing the guest code on the hostos
CPU (without having to simulate all the CPU instruction)= ¢
Implementing the virtual hardware devices is more compleg, o
and requires to emulate in software the behaviour of eaéh os
device. o

Recent VerSIOnS Of the QEMU emUIdantegrate KVM 20000 60:)00 = 80;)00 10(;000 12(;000 14(;000 16(;000 18(;000 200000
technology (the final goal of the developers is to integrage t s D‘ws:as“ R
whole KVM codebase in QEMU). For the first set of exper-
iments presented in this paper, QEMU with KVM enabled 0s
(referred as QEMU/KVM) has been used. QEMU is based on ;°
a multithreaded architecture, using a pool of threads td&eu 7 os
POSIX asynchronous Input/Output (AlO). In addition, thg:; 04|l
main QEMU thread is responsible for emulating the hardware °2 'g
devices, and an additional thread is created for each Virtua o1
CPU (this is called VCPU thread). All the code of the tasks °s
running in the guest is executed inside the VCPU threads
(remember that thanks to the KVM kernel module the guest
code can be directly executed in the host). Figure 2. CDFs of the response times of taskg/in/* and V M2 when

In order to apply the previously described hierarchica&Fing correctly dimensioned CBSs, with some non real-time dracid load.
scheduling analysis to a KVM-based VM, the CPU reservation
should be attached to the VCPU thread, not to all the threads ] o
of the VM. However, in order to control the I/O performancdictable amount of time (this is probably due to the fact
of the VM it might be useful to attach additional cputhat QEMU/KVM now provides a larger set of features and
reservations to the other QEMU/KVM threads, similarly t&mulates more complex hardware devices). As a result, the
what is done in the cooperative scheduling approach [11]. Probability distributions of the response times had sonmg lo

A simple tes fom [2] (sased on o appicatons — (1% sausng some sporadc deadine voatons. Thiskreh

30,150), (50,200)} and I'? = {(30,120), (40,240)}) is ved Dy ull y Vi ,
;{éported)a(s an ei}:;lmple (see th{e( origingll(paper )f%)r all tffyead (the VCPU thread) through CBS, as explained above:
details). All the experiments presented in this paper use tWe latest version of QEMU/KVM allows to execute the guest

CBS implementation provided by the Irmos kernel [12] t_gode in a dedicated thread, and if only such a VCPU thread
schedule the VMs, and the Debian stable distribution itetal 'S attached to the CBS then the VM code cannot consume the

in all the VMs. CBS budget and the VM execution returns to be predictable.
When using hierarchical scheduling and CBS [9] as a rO}g\(hen doing this, the response times of the tasks resulted to
scheduler, by applying Theorem 2 it can be seen FHatan be similar to the expected ones (tr_]e overhead caused by the
respect its temporal constraints if it is scheduled throaghguesr: kernel and by the VM code did not affect the results too
server CBS' = (27,50), and I'2 can respect its temporal ™"° )- . . .
constraints if it is scheduled throughBS2 = (50, 120) However, Theorem 2 (which has been used for dimension-
’ ' ié\g the two reservations) cannot be applied if the VMs cantai

Hence, if the overhead of the VMs and of the guest kern X ,
is not considered, the two applications can correctly respéwon real-time tasks that consume the reservations budgets.

their temporal constraints when executed in two virtual mgjenc_e, whenl2Z* and VMQ host sor,ne backgrounq (non
chines VM! and VM2 served byCBS! — (27,50) and real-time) tasks consuming the server's budget, the newd-t
CBS? = (50,120). In fact, the original paper shows thatpgrformance of the VMs are ogt qf cpntrol. qu example,
when running the tasks in two KVM instances scheduled l5:8)gure 2 shows th_e Cumulative Distribution Functions (CDFs
two CBSsCBS™ — (28,50) and CBS2 — (52,120) all f the response timeg; ; — r; ; of the 4 tasks when a CPU

the deadlines are respected (the maximum budgets have b%%?‘lgry non real-time task is executed in bgckground n the

slightly increased t@)’* — 28m.s andQ2 = 52m.s to account VMs: Npte thaF the presence of.non real-time tf';\sks in the

for the overheads caused by KVM and by the host kernel).VM |s.|nfluencmg the predictability of the real-time tasks
The original experiments were performed using an OEf(ecutlon.

version of KVM and the CBS scheduler provided by AQu- IV. CONTAINER-BASED VIRTUALISATION

0SA [13]. When repeating them with a recent version of

QEMU/KVM, it was possible to notice that the execution The KVM technology used in [2] and Section Ill emulates

resources provided by the host. In this way, KVM can run

Lhitp:/Awww.linux-kvm.org an arbitrary guest operating systems without modifications
2http://www.gemu.org because the code running inside the VM is not aware of the
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Figure 3. CDFs of the response times of task§/in/! and V M2 when
executed in LXC VMs using correctly dimensioned CBSs withKgaound
load. The two VMs are executed simultaneously

fact that it is not running on real hardware.

times of real-time tasks). Even when running multiple VMs
concurrently with some other tasks scheduled through th® CB
algorithm, the response times are under control as shown in
Figure 3 (obviously, this is true until the global schediligb
condition >°, Q*/T* < 1 is respected). By comparing this
figure with Figure 2 it is immediately possible to notice the
improvements achieved by using LXC and the CBS algorithm.

V. CONCLUSIONS

This paper presented some experiments with real-time tasks
running in virtual machines scheduled through a resematio
based algorithm. The results show that the VM technology and
the scheduling algorithm can affect the real-time perforoea
of the guests. In particular, if the CBS algorithm is used
together with a container-based virtual machine (such &8)LX
then it can be possible to use a less pessimistic analysis to
dimension the VM scheduling parameters. As a future work,
the CBS analysis provided in Section 1l will be extended
and improved, and alternative virtualisation technolegigll
be tested. Moreover, experiments will be performed in order
to control the I/O performance by attaching the QEMU 1/O
threads to additional reservations.
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