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Abstract Enormous efforts have been spent in the derivation of sufficient
schedulability tests for popular global schedulers such as global fixed-priority
(G-FP) and global earliest-deadline first (G-EDF). Among all the proposals,
response-time analysis techniques are established as the most popular ones and
have been widely adopted by several authors in subsequent researches. Such
tests are based on interference bounds that have been derived by exploiting
the work-conserving property of such schedulers, and are typically expressed
with a 1/m multiplier in the interference equation (with m being the number
of available processors).

This paper shows that the popular response-time analysis for G-EDF is
ineffective with respect to partitioned EDF (P-EDF) scheduling. That is, it
is proven that every task set that is deemed schedulable by such an analy-
sis is also schedulable under P-EDF by adopting a trivial partitioning algo-
rithm. Furthermore, an analogous result is proven for global first-in first-out
(G-FIFO) scheduling when analyzed with a 1/m-based interference bound. Fi-
nally, experimental results are presented to compare sufficient tests for G-EDF
and G-FIFO with the corresponding partitioned schemes under a vast collec-
tion of partitioning heuristics. The results show that the considered tests for
global scheduling are always outperformed by those for partitioned scheduling
exhibiting a significant performance gap.
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1 Introduction

Multicore platforms are, de-facto, the today’s standard for modern processing
systems. During the last two decades, with the pervasive adoption of multi-
cores, multiprocessor scheduling received enormous attention by the real-time
research community, which proposed a plethora of results to manage real-time
applications on such platforms.

Two major approaches have been identified for scheduling real-time tasks
on multiprocessors: partitioned scheduling, where each task is statically allo-
cated to a given processor, and global scheduling, where each task can exe-
cute on any processor. Both the approaches have pros and cons [22]. Most
relevant to this paper, it is worth mentioning that the timing properties of
real-time tasks under uniprocessor (and hence also partitioned) scheduling are
analytically well-understood, and efficient techniques are known to implement
exact schedulability tests under both fixed-priority (FP) and earliest-deadline
first (EDF) scheduling. Conversely, few of the results derived for uniprocessor
scheduling generalize to multiprocessor global scheduling, which instead has
been shown to originate very challenging problems when worst-case timing
analysis is concerned. In particular, even relatively simple global schedulers
such as global fixed-priority (G-FP) and global earliest-deadline first (G-EDF)
are difficult to analyze. Also, their corresponding schedulability problems have
been proven to be PSPACE-complete by Geeraerts et al. [27]. To date, all the
techniques that allow implementing exact schedulability tests for G-FP [44,
45] and G-EDF [3,27,14] suffer from severe scalability issues, and many of
them can produce a result in a reasonable amount of time only when the task
parameters belong to fairly limited ranges (e.g., see the experimental results
in [17]).

Due to the hardness in solving the schedulability problem under G-FP and
G-EDF, several authors spent enormous effort in deriving sufficient schedula-
bility tests for such schedulers. The interested reader can refer to the survey
of Davis and Burns [22] for more detailed information on such results. Among
all the proposals, response-time analysis techniques [10] established as very
popular and influential, which likely happened because of their “conceptual
compatibility” with the pre-existing analysis methods for uniprocessor sys-
tems, their higher (empirical) schedulability performance with respect to other
sufficient tests (e.g., see [9,43]), and because they have been found easy for
being extended. In fact, such techniques have been widely adopted by several
authors as a fundamental building block to analyze more complex systems,
including the support for global locking protocols [47], hierarchical schedul-
ing [48], mixed-criticality scheduling [39], processor affinities [31] and parallel
tasks [20].

The key concept of the response-time analysis for G-FP and G-EDF con-
sists in exploiting the work-conserving property of such schedulers, which is
leveraged in the derivation of upper bounds on the maximum interference that
a task can suffer in a given time window. The resulting expressions for the inter-
ference bound comprise a 1/m multiplier (where m is the number of available
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processors), which plays a crucial role in overcoming most of the difficulties
that would arise in the derivation of the exact interference. Although enabling
a tractable analysis, this approach carries considerable pessimism, which is
mostly related to the fact that it conservatively assumes that a sequential task
can occupy more than one processor at the same time (thus generating more
interference than the one that is actually possible).

Very recently, Sun and Di Natale [42] demonstrated that the pessimism
introduced by the response-time analysis for G-FP is so large that such an
analysis technique is dominated by pure partitioned FP (P-FP) scheduling.
In particular, the authors proved that, as long as a task set is schedulable
according to the G-FP test in [29], a heuristic that keeps the same G-FP
priority assignment and allocates the tasks by following a decreasing priority
order still guarantees the schedulability. Unfortunately, due to the fundamen-
tal differences with respect to G-FP, their result does not apply to G-EDF
scheduling.

Besides G-FP and G-EDF, another popular scheduling policy that is adopted
in real-time systems is first-in-first-out (FIFO). As representative examples,
FIFO has been used to design predictable locking protocols, to ensure pre-
dictable delays when managing hardware accelerators, and in the arbitration
of communication buses and memory transactions. Whenever multiple pro-
cessors (or in general, resources) are available, the concept of global schedul-
ing also applies to FIFO. For instance, global FIFO (G-FIFO) scheduling has
been adopted in locking protocols for replicated shared resources [15], to man-
age hardware accelerators deployed into field programmable gate arrays (FP-
GAs) [12], and is even currently available in Linux to schedule processes (see
the SCHED FIFO scheduling class)—thus being exposed to billion of devices
around the world. To the best of our knowledge, no efficient and exact anal-
ysis for G-FIFO is available. Due to this fact, similarly to G-FP and G-EDF,
some authors derived a sufficient analysis by leveraging a 1/m-based interfer-
ence bound, e.g., as done in [38] and [12].

1.1 Contribution

This paper demonstrates that, if a task set composed of periodic/sporadic real-
time tasks is guaranteed to be schedulable by means of the popular response-
time analysis for G-EDF [10], then it is also schedulable under P-EDF. Fur-
thermore, it is proven that the analysis of G-FIFO by means of a 1/m-based
interference bound is dominated by partitioned FIFO scheduling. In addition
to the identified theoretical dominances, results from a large-scale experimen-
tal study are also presented to compare schedulability tests for global sched-
ulers against partitioned scheduling with a vast collection of simple placement
heuristics.

These results establish the ineffectiveness of such widespread and influential
analysis techniques with respect to far simpler, predictable, and lightweight
partitioned schedulers.
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1.2 Paper structure

The remainder of this paper is organized as follows. Section 2 presents the
adopted system model. Section 3 addresses the case of G-EDF scheduling,
while Section 4 focuses on G-FIFO scheduling. Section 5 presents the experi-
mental results. Section 6 reviews the related work. Finally, Section 7 discusses
the presented results and concludes the paper.

2 System model

This paper considers the problem of scheduling a set Γ = {τ1, . . . , τn} of n
sporadic real-time tasks upon m identical processors. Each task τi is charac-
terized by a worst-case execution time (WCET) Ci, a minimum inter-arrival
time Ti, and a relative deadline Di ≤ Ti. The utilization of task τi is defined
as Ui = Ci/Ti, while its density is defined as δi = Ci/Di. Tasks are assumed
to be independent and do not self-suspend their execution. Each task τi gen-
erates an infinite sequence of jobs J1

i , J
2
i , . . ., where job Jki is released at time

rki and finishes at time fki . A job Jki is said to be pending during [rki , f
k
i ).

The (exact) response time Ri of a task τi is defined as the least upper-bound
on the lengths of the time intervals in which one of its jobs is pending, i.e.,
Ri = supk{fki − rki }.

This work considers both partitioned and global schedulers. Under parti-
tioned scheduling, each task is statically assigned to a given processor, i.e.,
its jobs can only be executed on one processor. The scheduler maintains an
ordered ready queue of jobs for each processor and, at any time t, executes the
jobs at the head of the queues on the corresponding processors. Conversely,
under global scheduling, tasks can execute on any of the available processors.
The scheduler maintains a single ready queue of jobs and, at any time t, exe-
cutes the first m jobs (if they exist) in the queue on the m processors.

The order of the above-mentioned ready queues depends on the imple-
mented scheduling policy. This paper focuses on EDF and FIFO schedul-
ing. Under EDF scheduling, each job Jki is assigned an absolute deadline
dki = rki +Di; the ready queues are then ordered by increasing absolute dead-
lines. Under FIFO scheduling, the ready queues are ordered by increasing
release times rki of the jobs.

A scheduling policy is said to be work-conserving if it leaves a processor
idle only when there are not enough pending tasks to execute. Note that both
EDF and FIFO are work-conserving scheduling policies. A task τi is said to
be interfered by another task τj when τi is prevented to execute because of
the execution of τj . System overheads (e.g., task preemption costs, migration
costs) are not considered.
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3 On the analysis of G-EDF

This section demonstrates that the well-established response-time analysis for
G-EDF by Bertogna and Cirenei [10] is dominated by P-EDF. Before pre-
senting such a result, it is first necessary to briefly recall the Bertogna and
Cirenei’s analysis and another important result related to uniprocessor EDF
scheduling. To not unnecessarily complicate the presentation, prior work is re-
called without providing the actual expression for all the terms in the involved
formulas, while concentrating just on those that are relevant for the purpose
of this work. This simplification does not affect the presented results and the
interested reader can refer to the specific papers (properly referenced in the
following) for further details.

3.1 Preliminaries

Theorem 1 (From [10]) A task set Γ is schedulable under G-EDF on a
platform with m identical processors if, for all tasks τi ∈ Γ ,

∃Rubi ∈ [0, Di] | Rubi ≥ Ci +
1

m

∑
τj∈Γ\{τi}

Ij,i(R
ub
i ), (1)

where Ij,i(t) denotes a bound on the maximum interference generated by τj on
τi within any time window of length t.

In [10], the check for the existence (and the corresponding computation)
of a value of Rubi that satisfies Equation (1) was performed by means of a
fixed-point iteration. The bound Ij,i(t) was derived by looking at particular
worst-case execution patterns of tasks that maximize the amount of workload
they can execute in an arbitrary time window of length t, independently of
the number of available processors. Hence, Ij,i(t) also expresses a conserva-
tive bound on the interfering workload under uniprocessor scheduling. This
reasoning leads to the following observation.

Observation 1 Note that Theorem 1 is also valid as a sufficient schedulability
test for uniprocessor EDF scheduling, i.e., when applied with m = 1.

As a confirmation, this fact has also been formally proven with the COQ
proof assistant in the context of the PROSA project [19], where the results
of [10] have been validated for m ∈ N≥1.

Concerning uniprocessor EDF scheduling, it is also necessary to recall an-
other important result presented by Guan and Yi [30].

Theorem 2 (From [30]) Consider a task set Γ scheduled by uniprocessor
EDF. Let Ri be the (exact) response time of each task τi ∈ Γ . For any two
tasks τi and τj in Γ , if Di ≤ Dj, then Di −Ri ≤ Dj −Rj.

From Theorem 2, it is possible to derive a simple, but very useful corollary.
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Corollary 1 Consider a task set Γ scheduled by uniprocessor EDF and let τi
be the task (or one of the tasks) with the shortest relative deadline in Γ . If Γ
is not schedulable, then τi is not schedulable.

Proof By contradiction. Suppose that τi is schedulable but Γ is not schedula-
ble, i.e., there exists another task τj ∈ Γ that misses its deadline. Since τi is
schedulable, it must be that Ri ≤ Di, which gives Di−Ri ≥ 0. Similarly, since
τj is not schedulable, it must be that Rj > Dj , which gives Dj −Rj < 0. By
hypothesis, Di ≤ Dj . Hence, by Theorem 2 it follows that Di−Ri ≤ Dj −Rj .
Contradiction. ut

3.2 Main result

The following proof is based on a simple task partitioning algorithm named
First-Fit with Decreasing Deadlines (FFDD).

Definition 1 (FFDD Partitioning) Given a task set Γ to be scheduled
under P-EDF, sort all the tasks in Γ by decreasing relative deadlines. Then,
following the resulting order, assign the tasks to the available processor ac-
cording to the first-fit policy. The well-known exact feasibility test for EDF [7]
is used to verify whether a task fits in a processor. Whenever a task cannot
be allocated to any processor, the partitioning algorithm fails. Otherwise, if
all the tasks are allocated, then the algorithm succeeds.

With the definition of the FFDD partitioning in place, it is finally possible
to present the main result of this section.

Theorem 3 If a task set Γ is schedulable under G-EDF according to Theo-
rem 1, then it is also schedulable under P-EDF by applying the FFDD parti-
tioning.

Proof The proof is by contradiction. Suppose that the FFDD partitioning fails
but Γ is schedulable under G-EDF according to Theorem 1.

Let τi be the task that the FFDD partitioning fails in allocating and let
Γ (Pk) be the set of tasks allocated to processor Pk (with k = 1, . . . ,m) before
the algorithm fails. First note that, by the order with which the FFDD parti-
tioning allocates tasks, all the tasks in the sets Γ (P1), . . . , Γ (Pm) cannot have
a relative deadline shorter than τi, that is

∀k = 1, . . . ,m, ∀τj ∈ Γ (Pk), Di ≤ Dj .

Also, since the FFDD partitioning fails, note that the task sets Γ (P1) ∪
{τi}, . . . , Γ (Pm) ∪ {τi} are all not schedulable under uniprocessor EDF. By
combining these two observations with Corollary 1, it follows that τi is not
schedulable under uniprocessor EDF within each task set Γ (P1) ∪ {τi}, . . . ,
Γ (Pm) ∪ {τi}.
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Hence, by Observation 1, this also means that the following holds

∀k = 1, . . . ,m, ∀Rubi ∈ [0, Di], Rubi − Ci <
∑

τj∈Γ (Pk)

Ij,i(R
ub
i ). (2)

Now, consider a given Rubi ∈ [0, Di], then rename the LHS and the RHS
of Equation (2) as A and Bk, respectively, for k = 1, . . . ,m. In this way,
Equation (2) can be expressed as m inequalities A < B1, A < B2, . . . , A < Bm,
from which it is possible to derive a single inequalitymA < B1+B2+. . .+Bm =∑m
k=1Bk. By exploiting such a result, it follows that Equation (2) implies

∀Rubi ∈ [0, Di], m(Rubi − Ci) <
m∑
k=1

∑
τj∈Γ (Pk)

Ij,i(R
ub
i ).

Let Γ ∗ =
⋃m
k=1 Γ (Pk). Then, the latter equation can be rewritten as

∀Rubi ∈ [0, Di], Rubi − Ci <
1

m

∑
τj∈Γ∗

Ij,i(R
ub
i ).

Since, by construction, Γ ∗ is a subset of Γ that does not include τi, and
Ij,i(t) cannot be negative, it follows that also the following holds:

∀Rubi ∈ [0, Di], Rubi − Ci <
1

m

∑
τj∈Γ\{τi}

Ij,i(R
ub
i ).

Hence, Γ is not schedulable under G-EDF according to Theorem 1, thus
reaching a contradiction. The theorem follows. ut

Theorem 3 has been based on the FFDD partitioning for the sake of sim-
plicity. However, note that the same result can also be achieved with a parti-
tioning algorithm based on a policy different from first-fit as long as tasks are
ordered by decreasing deadlines.

3.3 Open problem

In 2015, Sun and Lipari [43] combined the G-EDF response-time analysis
of [10] with the analysis technique proposed by Baruah in [5], which also
targeted G-EDF. The resulting schedulability test was proved to dominate
both the tests of [10] and [5]. Unfortunately, both the schedulability tests
proposed in [43] and [5] make use of a different analysis window with respect
to the one adopted in Theorem 1, hence making the results presented in this
section not applicable. Whether a dominance of P-EDF over the test in [43]
can be proven is therefore an open problem. Nevertheless, the experimental
results reported in Section 5 shows that P-EDF significantly outperforms the
test in [43] from an empirical perspective.
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4 On the analysis of G-FIFO

This section focuses on FIFO scheduling and presents an analogous result
to the one proposed in the previous section for EDF scheduling. FIFO is an
extremely simple and predictable scheduling policy that guarantees the ab-
sence of starvation and a fair access to the contended shared resources. On
the other hand, it generally forbids task preemption and typically leads to
lower schedulability performance when compared to FP and EDF scheduling.
As representative examples, FIFO scheduling is widely used in locking proto-
cols, mechanisms to manage hardware accelerators, and in the arbitration of
communication buses and memory transactions.

For the sake of adopting a homogeneous system model across the paper,
in the following it is targeted FIFO scheduling for a set of sporadic real-time
tasks modeled as presented in Section 2. However, the results also extend in a
seamless manner to the case of a set of requests (with bounded duration) to be
served by a resource (e.g., the case of critical sections or the use of hardware
accelerators).

The following theorem, which is recalled from [1], expresses a condition for
ensuring the schedulability of a set of tasks under uniprocessor FIFO schedul-
ing.

Theorem 4 (From [1]) A task set Γ is schedulable under FIFO scheduling
on a single processor if, for all tasks τi ∈ Γ ,

Ci +
∑

τj∈Γ\{τi}

Cj ≤ Di. (3)

The above theorem can also be expressed in a compact form as follows.

Corollary 2 A task set Γ is schedulable under FIFO scheduling on a single
processor if ∑

τi∈Γ
Ci ≤ min

τi∈Γ
{Di}.

Proof The corollary following by noting that the LHS of Equation (3) is the
same for all tasks τi ∈ Γ and is equal to

∑
τi∈Γ Ci.

For the case of multiple processors, or more in general when multiple iden-
tical resources are managed according to FIFO, two natural extensions can
be devised: (i) P-FIFO scheduling, where each task is statically assigned to a
processor; and (ii) G-FIFO scheduling, where pure global scheduling is applied
following a FIFO-ordered ready queue.

The schedulability under P-FIFO can be verified by applying Theorem 4
to each task partition. Conversely, to the best of our knowledge, the schedula-
bility problem under G-FIFO scheduling cannot be solved in an efficient way.
However, a simple sufficient schedulability test for G-FIFO can be derived by
leveraging a 1/m-based interference bound as adopted in Theorem 1.
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Theorem 5 A task set Γ is schedulable under G-FIFO scheduling on a plat-
form with m identical processors if, for all tasks τi ∈ Γ ,

Ci +
1

m

∑
τj∈Γ\{τi}

Cj ≤ Di.

Proof Consider a task τi. Being G-FIFO scheduling work conserving, if τi is
delayed, then it means that all the m processors are busy serving other tasks.
As a consequence, if τi incurred in interference for Ii time units, then the
platform processed mIi time units of the interfering workload. Analogously to
the uniprocessor case (Theorem 4), the maximum workload that can interfere
with τi is given by X =

∑
τj∈Γ\{τi} Cj . Hence, it follows that mIi ≤ X, which

gives Ii ≤ X/m. This allows concluding that the response time of τi is upper-
bounded by Rubi = Ci + X/m. The task is schedulable if its response time is
not greater than its relative deadline. The theorem follows.

For instance, an analogous analysis approach for G-FIFO has been adopted
in [38] and [12]. With the above results in place, it is finally possible to present
the main theorem of this section. Similarly as done for G-EDF in the previous
section, a simple partitioning algorithm is defined.

Definition 2 (FFDD-FIFO Partitioning) Same as FFDD partitioning de-
fined in Definition 1, but Theorem 4 is used in place of the EDF feasibility
test to verify whether a task fits in a processor.

The following theorem states that the FFDD-FIFO partitioning dominates
global FIFO scheduling when its schedulability is checked with a 1/m-based
interference bound.

Theorem 6 If a task set Γ is schedulable under G-FIFO according to Theo-
rem 5, then it is also schedulable under P-FIFO by applying the FFDD-FIFO
partitioning.

Proof The proof is by contradiction. Suppose that the FFDD-FIFO partition-
ing fails but Γ is schedulable under G-FIFO according to Theorem 5.

Let τi be the task that the FFDD-FIFO partitioning fails in allocating and
let Γ (Pk) be the set of tasks allocated to processor Pk (with k = 1, . . . ,m) be-
fore the algorithm fails. By the order with which the FFDD-FIFO partitioning
allocates tasks, all the task sets Γ (P1), . . . , Γ (Pm) include tasks with relative
deadlines that are no shorter than the one of τi, that is

∀k = 1, . . . ,m, ∀τj ∈ Γ (Pk), Di ≤ Dj ,

which implies
∀k = 1, . . . ,m, min

τj∈Γ (Pk)∪{τi}
{Dj} = Di.

Also, since the FFDD-FIFO partitioning fails, the task sets Γ (P1) ∪ {τi}, . . . ,
Γ (Pm) ∪ {τi} are all not schedulable according to Theorem 4.



10 Alessandro Biondi, Youcheng Sun

Hence, by Corollary 2, it follows that

∀k = 1, . . . ,m,
∑

τj∈Γ (Pk)

Cj > min
τj∈Γ (Pk)∪{τi}

{Dj} − Ci = Di − Ci. (4)

Similarly as argued in the proof of Theorem 3, Equation (4) implies that

m∑
k=1

∑
τj∈Γ (Pk)

Cj > m(Di − Ci).

Let Γ ∗ =
⋃m
k=1 Γ (Pk). Then, the latter equation can be rewritten as

1

m

∑
τj∈Γ∗

Cj > Di − Ci.

Since, by construction, Γ ∗ is a subset of Γ that does not include τi, it
follows that also the following holds

Ci +
1

m

∑
τj∈Γ\{τi}

Cj > Di.

Hence, Γ is not schedulable under G-FIFO according to Theorem 5, thus
reaching a contradiction. The theorem follows. ut

5 Experimental results

Although the previous sections showed a theoretical dominance of partitioned
EDF and FIFO scheduling over the corresponding 1/m-based schedulability
tests for global scheduling, an experimental study has been conducted to as-
sess the empirical schedulability performance of the considered analysis ap-
proaches. In particular, the experimental study focused on comparing the two
schedulability tests for global scheduling discussed in the previous sections
against thirty schemes for partitioned scheduling, which resulted from the
combination of:

– three popular placement heuristics, namely First-fit (FF), Worst-fit (WF),
and Best-fit (BF); and

– ten task orderings, which are Increasing Deadline (ID), Decreasing Dead-
line (DD), Increasing WCET (IW), Decreasing WCET (DW), Increasing
Period (IP), Decreasing Period (DP), Increasing Density (IDen), Decreas-
ing Density (DDen), Increasing Utilization (IU), and Decreasing Utilization
(DU).

In the following, the combination of a placement heuristic with a task ordering
is denoted with the two corresponding acronyms separated by an hyphen. The
complete data set is publicly available [13].
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5.1 Task set generation

Given a target utilization U and a number of tasks n, task sets have been
generated by means of the Emberson et al.’s [25] generator, which has been
configured for generating random task periods in the range [1, 1000] ms with
log-uniform distribution. For each task τi, the relative deadline Di has been
randomly generated in the range [Ci+β(Ti−Ci), Ti] with uniform distribution,
where β is a generation parameter.

5.2 Experiments for EDF scheduling

A first experiment has been performed to compare the schedulability test for
G-EDF provided by Theorem 1 (denoted as G-EDF-BC [10]) and the test pre-
sented by Sun and Lipari in [43] (denoted as G-EDF-SL) against the thirty
partitioning schemes for P-EDF. By following the theoretical results presented
in [43] and the experimental results reported in [9], the G-EDF-SL test results
the one with the highest empirical performance among those available in the
published literature to date: for this reason, it has been included in the com-
parison. The well-established processor-demand criterion [7] for uniprocessor
EDF scheduling has been used when checking the system schedulability under
P-EDF. The schedulability tests have been compared with a multidimensional
exploration of the parameters that control the task set generation, which have
been varied as follows:

– the number of processors m ∈ {4, 8, 16};
– the number of tasks n ∈ {m+ 2, 2m, 3m, 4m};
– β ∈ {0.5, 0.75, 1};
– the utilization U ∈ [0.1m, 0.975m] with step 0.025m.

For each configuration, 1000 randomly-generated task sets have been tested.
By looking at all the obtained results, the following conclusions emerged:

(i) All the combinations of placement heuristics and task orderings for P-
EDF significantly outperform both the schedulability tests for G-EDF
in all the tested scenarios.

(ii) In terms of schedulability performance, the choice of the placement
heuristic has a minimal impact. Conversely, the choice of the task or-
dering has a high impact.

(iii) The DU task ordering generally shows the highest schedulability perfor-
mance, while the IU ordering tends to exhibit the lowest performance.

(iv) As one might easily expect, the performance of P-EDF tends to increase
as the number of tasks increases.

Figure 1 reports the results for some representative configurations as a
function of the task set utilization U . The graphs also report the cumulative
schedulability performance obtained by testing all the thirty strategies (i.e.,
the schedulability test of all the strategies merged in logic OR condition). In
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all the tested scenarios, the performance gap between the tests for G-EDF
and those for P-EDF is evident and wide. As it can be observed from the
graphs, there are several configurations in which the tests for G-EDF cannot
schedule task sets while P-EDF is able to schedule the 100% of the generated
task sets with all the tested heuristics (e.g., see U = 5.5 in Figure 1(b)).
The performance gap between the two tests for G-EDF is always marginal.
Furthermore, no counter-examples have been found in which the tests for G-
EDF deem a task set schedulable while it is not under P-EDF: hence, there
may be room for proving that also the test from [43] is analytically dominated
by P-EDF. Nevertheless, note that there may be some P-EDF schemes (e.g.,
under some of the tested partitioning strategies) that do not dominate the tests
for G-EDF: counter-examples have been found during the experimentation.

Figure 2 reports the results for other configurations in which there is a low
number of tasks (n = m+ 2), hence being unfavorable for P-EDF (for a fixed
system utilization U , the existence of a suitable task partitioning for P-EDF
is notably less likely in the presence of a few tasks as long as n > m). As it
can be noted from the plots, similar conclusions to the ones discussed above
can also be drawn in such scenarios.

5.3 Experiments for FIFO scheduling

A second experiment has been performed to compare the sufficient schedulabil-
ity test for G-FIFO provided by Theorem 5 (denoted as G-FIFO-1m) against
the thirty partitioning schemes for P-FIFO. For the sake of simplicity, the
same experimental setting used for EDF has also been adopted in this case.
By looking at the complete set of experimental results, three major trends
emerged:

(i) The G-FIFO-1m test shows very poor schedulability performance even
for low values of utilization U , and is outperformed by all the considered
P-FIFO schemes in all the tested scenarios.

(ii) Similarly to the case of EDF scheduling, the choice of the placement
heuristic has a limited impact in terms of schedulability performance.
Conversely, the choice of the task ordering has a high impact.

(iii) The combination of all the partitioning schemes exhibits a significant
performance improvement with respect to each individual heuristic.

Figure 3 reports the results for some representative configurations as a
function of the task set utilization U . In all the three graphs, the G-FIFO-1m
test is almost ineffective, while the DD, DP and DW task orderings show the
highest performance. Note that the results are a bit noisy because the tests for
P-FIFO are significantly affected by smallest deadline in the considered task
set (see Theorem 4), which is randomly generated and not explicitly controlled
by varying the utilization U .

For the same reason, a variant of this experiment has been performed by
changing the minimum task period from 1 ms to 10 ms in the configuration of
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the task set generator: the results showed an improvement of the schedulability
performance for all the schedulability tests as the minimum period increases.
As a representative case, Figure 4 reports the experimental results for the
same configuration of Figure 3(a) but with task periods generated in the range
[10,1000] milliseconds.

6 Related Work

For the case of uniprocessor systems, both FP and EDF scheduling have been
demonstrated to benefit from the critical instant theorem [35,40], which allows
deriving sufficient and necessary conditions that guarantee the schedulability
of a set of sporadic tasks by looking at a particular release pattern. Further-
more, tasks released as soon as possible represents the worst-case scenario for
such a task model. Unfortunately, under G-FP and G-EDF, the uniprocessor
critical instant theorem does not necessarily allow identifying the worst-case
release pattern [2], and variable (and non-trivial) inter-arrival times of sporadic
tasks may lead to the maximum interference.

Consequently, all the attempts to achieve an exact (or very precise) schedu-
lability analysis of G-FP and G-EDF had to take into account a large number
of task activations and interleaving patterns (or even all possible). The first
of such proposals is due to Baker and Cirenei [3], which adopted a brute-force
approach for both G-FP and G-EDF. Later, Geeraerts et al. [27] improved
the approach of [3] by adopting techniques developed for formal verification.
In 2012, Bonifaci and Marchetti-Spaccamela [14] presented an algorithm for
checking the feasibility of a set of sporadic tasks under multiprocessor global
scheduling. Still based on the same approach, the authors also provided al-
gorithms for checking the schedulability of G-FP and G-EDF. Building upon
the method presented in [14], Burmyakov et al. [17] proposed a faster (w.r.t.
the state-of-the-art) and exact test for G-FP by relying on accurate state-
space pruning. Sun and Lipari [44,45] proposed an exact analysis for G-FP by
modeling the system as a linear hybrid automaton. The authors identified a
pre-order relationship over the symbolic states of the model to mitigate the
problem of state space explosion. Other methods have been proposed by Guan
et al. [28] and Cucu-Grosjean and Goossens [21] for G-FP: the authors limited
the analysis to the case of strictly periodic tasks, thus allowing to reduce the
number of scenarios to be considered. Notably, all such analysis techniques
often suffer severe scalability problems.

On the other hand, the major efforts in the literature of multiproces-
sor global schedulability analysis concern approximate results, among which
Baker’s work [2] served as the basis for most of the prominent results. As the
Liu and Layland’s critical instant theorem fails under multiprocessor global
scheduling, Baker [2] considered that the interfering tasks may bring carry-in
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(a) P-EDF FF vs. G-EDF, m = 4, n = 16, β = 0.75
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(b) P-EDF WF vs. G-EDF, m = 8, n = 24, β = 0.5
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(c) P-EDF BF vs. G-EDF, m = 16, n = 64, β = 0.75

G-EDF-BC G-EDF-SL P-EDF ID P-EDF DD

P-EDF IW P-EDF DW P-EDF IP P-EDF DP

P-EDF IDen P-EDF Dden P-EDF IU P-EDF DU

P-EDF All heuristics

Fig. 1 Experimental results comparing G-EDF with P-EDF under three representative
configurations. The parameters of each configuration are reported in the captions above the
graphs.
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(a) P-EDF FF vs. G-EDF, m = 4, n = 6, β = 1.0

2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8
0

0.2

0.4

0.6

0.8

1

U

S
ch

ed
u

la
b

il
it

y
ra

ti
o

(b) P-EDF WF vs. G-EDF, m = 8, n = 10, β = 0.75
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(c) P-EDF BF vs. G-EDF, m = 16, n = 18, β = 0.5

G-EDF-BC G-EDF-SL P-EDF ID P-EDF DD

P-EDF IW P-EDF DW P-EDF IP P-EDF DP

P-EDF IDen P-EDF Dden P-EDF IU P-EDF DU

P-EDF All heuristics

Fig. 2 Experimental results comparing G-EDF with P-EDF under three representative
configurations with a low number of tasks n = m+ 2. The parameters of each configuration
are reported in the captions above the graphs.
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(a) P-FIFO FF vs. G-FIFO, m = 4, n = 8, β = 0.75
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(b) P-FIFO WF vs. G-FIFO, m = 8, n = 10, β = 0.5
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(c) P-FIFO BF vs. G-FIFO, m = 16, n = 32, β = 0.75

G-FIFO-1m P-FIFO ID P-FIFO DD P-FIFO IW

P-FIFO DW P-FIFO IP P-FIFO DP P-FIFO IDen

P-FIFO Dden P-FIFO IU P-FIFO DU P-FIFO All heuristics

Fig. 3 Experimental results comparing G-FIFO with P-FIFO under three representative
configurations. The parameters of each configuration are reported in the captions above the
graphs.
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P-FIFO FF vs. G-FIFO, m = 4, n = 8, β = 0.75

G-FIFO-1m P-FIFO ID P-FIFO DD P-FIFO IW

P-FIFO DW P-FIFO IP P-FIFO DP P-FIFO IDen

P-FIFO Dden P-FIFO IU P-FIFO DU P-FIFO All heuristics

Fig. 4 Experimental results for the configuration reported in Figure 3(a) but with task
periods generated in the range [10,1000] milliseconds.

(CI) interference into the analysis window of a given task.1 The concept of
CI received considerable attention in the works that targeted the analysis of
G-FP and G-EDF. In the same paper, Baker identified a safe bound to the CI
workload that any task can cause. Later, Bertogna et al. [11] improved the re-
sults of [2] by relying on a more precise characterization of the interference. In
2007, Bertogna and Cirenei [10] presented the response-time analysis for both
G-FP and G-EDF (that has been objective of Section 3), which improved the
performance of the approaches in [2] and [11]. Still in 2007, Baruah [5] pro-
posed the limited-CI technique, which relies on the fact that it is sufficient
to consider at most m − 1 tasks in the identification of the CI interference.
This result significantly reduced the analysis pessimism. Guan et al. [29] and
Sun and Lipari [43] integrated the limited-CI technique with the response-time
analysis presented in [10] for G-FP and G-EDF, respectively.

Concerning G-FP, since the publication of [29], most following works are
based on the results presented in [29]: e.g., the ones by Davis and Burns [23] on
priority assignment for G-FP, Liu and Anderson [34] on self-suspending tasks,
and Sun et al. [46] and Huang and Chen [32] on improved analysis techniques
and models. However, it bears repeating that the analysis presented in [29]
has been found to be dominated by P-FP in [42].

Another result presented by Sun [41] (Chapter 9) warns the use of mul-
tiprocessor global schedulability tests under the assumption of discrete time.
In particular, it is demonstrated that for G-FP scheduling the schedulability
result is sensitive to the selected time granularity.

1 An interfering job is called the carry-in job if it is released before the start of the problem
window under analysis and it still has unfinished execution when entering the window. A
task may generate larger interference if it brings carry-in.
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Finally, from a practical perspective, it is worth mentioning interesting
research [8,33] that studied with quantitative measurements the overheads
introduced by both G-EDF and P-EDF, where the former has been found to
suffer from scalability issues as the number of cores increases.

6.1 Different partitioning schemes

In this paper, the FFDD partitioning scheme has been adopted to prove the
dominance of P-EDF over two schedulability tests for G-EDF and G-FIFO.
However, the authors do not have any intention to give readers the impression
that FFDD partitioning is more effective than other partitioning heuristics.
In fact, the experimental results presented in Section 5 witness that higher
empirical performance can be obtained with partitioning schemes different
from FFDD (e.g., by adopting the DU task ordering).

The partitioning problem of real-time tasks for multiprocessor systems is
in principle a bin-packing problem. Due to the complexity of its exact formula-
tion [4], in practice, many heuristic algorithms have been developed in previous
work. Such algorithms often share the A-B-C pattern: A) the fitting strategy,
B) the direction of the task ordering (decreasing or increasing), and C) the
parameter with respect to which the tasks are ordered (e.g, deadline, den-
sity, etc.). López et al. [37,36] investigated a variety of these heuristics for the
partitioned EDF scheduling of implicit-deadline tasks. Baruah and Fisher [6]
studied the use of non-decreasing deadline ordering to partition sporadic tasks
on multiprocessors, where EDF is considered as local scheduling policy. A sim-
ilar idea has also been applied to partition tasks when the local scheduler in
a processor is fixed-priority [26]. In both the cases, different fitting strategies
can be employed. As a matter of fact, the decreasing deadline is not typi-
cally regarded as an effective method for task partitioning. For example, in
the context of fixed-priority scheduling, Davis et al. [24] showed that by using
first-fit fitting with decreasing density the schedulability performance results
were significantly better than when using FFDD. Similar conclusions have
been obtained in our experimental study (see Section 5).

7 Discussion and Conclusion

This paper proved that a popular and influential analysis technique for G-
EDF, in particular the one based on response-time analysis for sporadic real-
time tasks, is dominated by P-EDF with a trivial partitioning scheme. In fact,
every task set that is deemed schedulable under G-EDF with such an anal-
ysis, is demonstrated to be also schedulable by statically assigning tasks to
the available processors with a first-fit heuristic (specifically, selecting tasks
by decreasing relative deadlines). This result establishes the ineffectiveness of
such analysis techniques with respect to partitioned scheduling, which is ar-
guably far simpler to implement and more predictable with respect to global
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scheduling, as well as known for introducing less run-time overhead. An anal-
ogous result has been proved for G-FIFO scheduling, which found application
in relevant domains such as locking protocols for replicated shared resources
and the management of hardware accelerators. The identified pessimism is
attributed to the approach used to bound the interference suffered by tasks,
which is based on exploiting the work-conserving property of such schedulers
and typically includes a 1/m multiplier in the bound expression. A large-scale
experimental study has also been conducted to compare 1/m-based sufficient
tests for G-EDF and G-FIFO with the corresponding partitioned schemes un-
der thirty partitioning heuristics. The results showed that the considered tests
for global scheduling are always outperformed by all the thirty heuristics for
partitioned scheduling. Furthermore, the performance gap between the tests
for global and partitioned scheduling resulted very large (even up to 100%).

The analysis techniques for global scheduling targeted by this paper have
been adopted by a wide number of authors in subsequent researches, which
used them as a building block to analyze more complex systems (e.g., locking
protocols, hierarchical scheduling) or enriched task models (e.g., self-suspending
tasks, parallel tasks). In the light of the findings of this paper, it may be pos-
sible that the conclusions drawn in some of those works are biased by the
identified pessimism.

Furthermore, the results of this paper provide new food for thought con-
cerning the need for global scheduling in managing real-time workload, which
has recently been questioned in recent works [16,18] by showing that simple
semi-partitioned scheduling can achieve very high schedulability performance.
The considered tests for global scheduling also found a questionable applica-
tion in the context of dynamic workload: since the partitioning scheme that
dominates them is very simple, the same worst-case performance may be guar-
anteed by employing efficient algorithms for on-line task re-partitioning, with
a resulting reduction of run-time overhead in steady-state conditions.

Nevertheless, if it is intended to pursue the study of global scheduling,
new improved (and efficient) analysis techniques are needed. Note that, with a
proper empirical evaluation of schedulability tests for global scheduling against
tests for partitioned scheduling, the results presented in this work may have
been discovered many years ago. Therefore, the authors argue that future
work on the analysis of global schedulers should not only compare with state-
of-the-art analysis techniques but also include a comparison with partitioned
schedulers under multiple simple placement heuristics.

Finally, future work should verify whether similar results also hold for other
analysis techniques for global scheduling, and for more expressive task models
such as parallel tasks or tasks with self-suspensions.
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