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Abstract—Many real-time software systems, such as those commonly found in the context of multimedia, cloud computing, robotics, and real-time databases, are characterized by a dynamic workload, where applications can join and leave the system at runtime. Global schedulers can transparently support dynamic workload without requiring any off-line task-allocation phase, thus providing advantages to the system designer. Nevertheless, such schedulers exhibit poor worst-case performance when compared to semi-partitioned schedulers, which instead can achieve near-optimal schedulability performance when used in conjunction with smart task splitting and partitioning techniques, and they are also lighter in terms of run-time overhead. This paper proposes an approach to efficiently schedule dynamic real-time workloads on multiprocessor systems by means of semi-partitioned scheduling. A linear-time approximation scheme for the C=D splitting algorithm under partitioned EDF scheduling is proposed. Then, a load-balancing algorithm is presented to admit new real-time workloads with a limited number of re-allocations. The paper finally reports on a large-scale experimental study showing that (i) the linear-time approximation is characterized by a very limited utilization loss compared with the corresponding exact approach (that has a much higher complexity), and that (ii) the whole approach allows achieving considerable improvements with respect to global and partitioned EDF scheduling.
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1 INTRODUCTION

Several time-sensitive applications include computational activities (tasks) that may join and leave the system at runtime, for instance, to respond to specific events in their operating environment. This is common in multimedia software systems [1] (including those widely available in smartphones and tablets), cloud computing [2], real-time databases, robotics systems, and open environments, in which some components may change while the rest of the system continue to operate. To name a concrete example, the applications developed for the Robotic Operating System (ROS) [3], a popular middleware layer for the rapid prototyping, development, and deployment of robots, are software systems in which the workload can be dynamic. Indeed, ROS allows reacting to the occurrence of specific environmental conditions (e.g., the sudden occurrence of an obstacle in front of the robot) by creating or killing computational nodes, while the other nodes remain operational [4].

Furthermore, the most popular real-time operating systems, e.g., VxWorks, QNX and Linux (with the SCHED_DEADLINE scheduling class), provide specific system calls (e.g., taskSpawn() in VxWorks) to create and activate tasks at runtime. Most commonly, these systems implement global scheduling policies such as global fixed-priority (G-FP) and global earliest-deadline first (G-EDF), which have the benefit of providing automatic and application-transparent load balancing across the available processors. This benefit likely determined the popularity of such schedulers; however, they have been demonstrated to be not optimal and to exhibit poor worst-case performance due to several issues that have been identified in the literature [5]. Optimal multiprocessor scheduling algorithms, such as RUN [6], U-EDF [7], QPS [8], and LLREF [9], have been proposed, but they are generally more complex (and hence more difficult to implement) and more expensive in terms of run-time overhead when compared to G-FP and G-EDF.

Partitioned and semi-partitioned scheduling represent effective alternatives to global schedulers. Partitioned scheduling relies on a static task-to-processor mapping, which for static workloads is typically determined with an off-line design phase. Notably, Sun and Di Natale [10] and Biondi and Sun [11] proved that the most popular analysis techniques for global schedulers such as G-FP and G-EDF can deem schedulable only task sets that are also schedulable under partitioned scheduling, hence recommending the use of the latter. However, in the presence of dynamic workloads, partitioned scheduling requires facing with on-line task allocation issues that may not be easy to solve if a “good” schedulability performance is desired. Furthermore, partitioned scheduling tend to lead to poor schedulability performance in the presence of high-utilization tasks.

Semi-partitioned scheduling builds upon partitioned scheduling by allowing some of the tasks to be split among multiple processors, i.e., being subject to a controlled (and limited) migration at specific time instants during their execution. In this way, the performance of partitioned scheduling is improved by distributing the load generated by some tasks across multiple processors. As in the case of partitioned scheduling, semi-partitioned scheduling algorithms typically come with an off-line task allocation strategy, and are hence not suitable to be used on-line with the purpose of supporting dynamic workloads. Nevertheless, Brandenburg and Gül [12] showed how semi-partitioned EDF scheduling via the C=D
splitting algorithm [13], when used in conjunction with smart task partitioning techniques, can guarantee near-optimal performance, while being a much simpler and lighter (in terms of run-time overhead) approach with respect to global schedulers. As most of the papers targeting multiprocessor real-time scheduling, their work focused on static task sets only. However, the relevance of such a result suggests that also dynamic workloads may benefit of semi-partitioned scheduling.

Nonetheless, supporting C=D semi-partitioning scheduling of dynamic workloads gives rise to some non-trivial challenges. Specifically, the C=D splitting algorithm has a high computational complexity, which would lead to high overheads if executed on-line, thus resulting being not suitable for dynamic workloads. Furthermore, load-balancing algorithms are needed to support the dynamic allocation and splitting of incoming workloads.

**Contribution.** This paper makes the following three contributions. First, it proposes a linear-time approximate algorithm for efficiently splitting workload under C=D semi-partitioned scheduling, which enables making practically viable online scheduling decisions. Second, it presents load-balancing algorithms to admit new workload while performing limited re-allocations to facilitate the admission of future workloads. Third, it reports on two large-scale experimental studies that have been conducted to assess the performance of the proposed methods.

**Paper structure.** The rest of the paper is organized as follows. Section 2 introduces the system model, reviews the essential background, and presents the adopted notation. Section 3 proposes a linear-time algorithm for performing the C=D splitting. Section 4 presents a set of load-balancing algorithms for admitting new workload and performing limited workload re-allocations. Section 5 reports on the experimental results. Section 6 discusses the related work. Finally, Section 7 concludes the paper and illustrates some future work.

This paper extends a preliminary conference version of this work [14] by: (i) proposing a new mathematical formulation of the linear-time method for C=D splitting, which extends the previous one adopted in [14] allowing to split constrained-deadline reservations instead of considering implicit deadlines only as in [14], (ii) simplifying and clarifying the load balancing strategies, (Section 4), (iii) discussing how to handle scheduling transients under semi-partitioned scheduling (Section 4.4), and (iv) reporting new experimental results to explore the empirical performance of the new contributions of this paper.

### 2 System Model and Background

This work addresses the problem of scheduling a dynamic workload composed of reservation servers upon $m$ identical processors. A reservation $r_i$ is characterized by a tuple $(C_i, D_i, T_i)$, where $C_i$ is the execution time budget, $T_i$ is the minimum inter-replenishment time of the budget, and $D_i$ is the relative constrained deadline $D_i \leq T_i$. Reservations may dynamically require to join and leave the system. Upon each join request, a schedulability-based acceptance test (detailed later) is performed to determine whether the reservation can be accepted. Reservations that do not pass the test are rejected (i.e., ignored). At any point in time, $\mathcal{R}$ denotes the set of currently admitted reservations. Reservations are considered to be independent (i.e., they do not share resources other than the processors). Each reservation can be used for manifold purposes, including (i) serving the execution of a single periodic/sporadic real-time task; (ii) implementing a hierarchical scheduling framework [16], i.e., managing a local scheduler upon the reservation that in turn manages a set of real-time tasks; and (iii) serving the execution of non-real-time (i.e., best-effort) workload.

Each reservation server $r_i \in \mathcal{R}$ releases a potentially-infinite number of instances. During each instance, the server executes for at most $C_i$ time units and then is descheduled. An instance of the server starts when the budget is refilled and $r_i$ has pending workload to execute. An instance terminates either (i) when the budget is exhausted or (ii) the server does not have anymore pending workload to execute. Note that the release times of the instances follow a sporadic pattern.

The results presented in this work are not limited to a specific reservation algorithm, but the server behavior has to comply with the runtime requirements discussed in Section 2.1.

A reservation $r_i$ is said to be schedulable if it can execute its entire budget $C_i$ before its relative deadline for any instance of $r_i$. The acceptance test must guarantee that all the reservations in $\mathcal{R}$ are always schedulable. In this work, the acceptance test adopts an on-line load balancing algorithm that allocates the reservations to the processors, which is later presented in Section 4.

The adoption of reservation servers allows guaranteeing temporal isolation of the workload, thus providing a protection mechanism against tasks’ overruns or processor-eager, best-effort computational activities. This feature is particularly suited for systems running dynamic workloads, for which—conversely to static, safety-critical real-time systems—accurate estimates of the tasks’ worst-case execution time (WCET) are often not available. Such a computational model is also of practical relevance, as it is analogous to the one supported by the SCHED_DEADLINE scheduling class of Linux, today available in the main distribution of the kernel and hence present in billions of machines and devices around the world.

In this paper, reservations are assumed to be managed under semi-partitioned EDF scheduling with the C=D splitting scheme [12], [13], which is briefly reviewed in the next section.

---

1. Although most of the algorithms for implementing reservation servers consider an implicit deadline, the interest toward deadline-constrained reservations recently arose in the context of ongoing developments of the SCHED_DEADLINE scheduling class of the Linux kernel (see https://lkml.org/lkml/2017/2/10/611), also finding responses from the scientific community [15].
2.1 C=D Semi-partitioned Scheduling of Reservations

Semi-partitioned scheduling improves the schedulability performance of partitioned scheduling when valid static reservation-to-processor allocations cannot be found or simply do not exist. This is done by allowing some reservations to be split across multiple processors, thus involving the migration of the workload executing in such reservations. More specifically, the budget of semi-partitioned reservations is divided into multiple portions (i.e., time chunks) that are executed on different processors with precedence constraints.

The C=D scheme proposed by Burns et al. [13] has been found to be a particularly effective method to split the budget. According to this approach, the budget is split into $n \geq 2$ chunks, each to be executed on a different processor. That is, each instance of a reservation with split budget do not exist. This is done by allowing some reservations whose budget is discharged if the server has pending workload at a time $t' \leq t + D_h$, where $t''$ is the starting time of its last instance. The pending workload upon $r_i$ will then be able to restart the execution from processor $P'$ (thus involving another migration) at time $t + T_i$. Note that, although the two sub-reservations have the same minimum inter-replenishment time, their replenishment times are generally not synchronized.

The approach generalizes to the case in which the budget is divided in more than two parts by splitting a reservation into one head reservation and multiple tail reservations.

**Example.** Consider a reservation $r_i$ with $C_i = 10$ and $T_i = D_i = 20$ that is split into: (i) one head reservation configured with $C_h = 5$ and $D_h = 15$; (ii) one tail reservation configured with $C_t = 5$, $D_t = 5$. A possible schedule of such sub-reservations is illustrated in Figure 1, together with the evolution of their budgets over time (indicated by functions $c_{head}(t)$ and $c_{tail}(t)$, respectively).

![Figure 1: H-CBS Reservations: Schedule Example](image)

It is worth observing that the C=D approach implicitly poses the limitation that no more than one tail reservation can be allocated on each processor.

**How to split and allocate the reservations?** The two main issues with semi-partitioned scheduling consists in (i) deciding how to size the budget portions of semi-partitioned reservations, i.e., selecting a splitting algorithm, and, (ii) determining how to allocate reservation, e.g., by means of bin-packing heuristics (such as variants of first-fit and worst-fit). Previous work assumed a static workload and...
leveraged an off-line design phase to solve this problem. The next section briefly reviews the C=D splitting algorithm proposed by Burns et al. [13], which has also been adopted by Brandenburg and Gül in [12].

2.2 Burns et al.’s C=D Splitting Algorithm

Whenever a reservation \( r_i \) cannot be statically allocated to a single processor, Burns et al. [13] proposed to accomplish the splitting with the following two-phase approach:

(i) Given a processor \( P_k \), an algorithm is used to compute the maximum \( C_i < C_i^* \) for which a tail reservation with budget \( C_i \), deadline \( D_i = C_i \), and minimum inter-replenishment time \( T_i \) can be allocated to \( P_k \) such that all the reservations running on \( P_k \) are schedulable.

(ii) The remaining portion of budget \( C_h = C_i - C_i^* \) is then allocated to another processor \( P_x \neq P_k \) following a bin-packing heuristic (or is in turn selected for being split).

The core of their proposal consists in the algorithm adopted in phase (i). Such an algorithm starts from the value of \( C_i^* \) for which the selected processor \( P_k \) is fully utilized (i.e., such that \( \sum_{r_i \in R_k} C_i/T_i = 1 \) after allocating the tail reservation; then, it allocates the tail reservation to \( P_k \) and applies the following steps:

1. Perform the Quick convergence Processor-demand Analysis (QPA) [17] to determine whether the set of reservations allocated to \( P_k \) is schedulable.
2. If not, recompute a reduced value of \( C_i \) by means of a fixed-point iteration based on the failure point of the QPA (please refer to [13] for further details). Then, re-iterate the procedure from step 1 until the QPA does not fail.
3. If, at any iteration, the computed value of \( C_i \) reduces to 0, then the tail reservation cannot be allocated to processor \( P_k \).

This algorithm is optimal, in the sense that it finds the maximum value of \( C_i \) for which a tail reservation can be safely allocated to processor \( P_k \). However, it suffers from a high computational complexity. The QPA has a pseudo-polynomial time complexity when the utilization of the analyzed processor is strictly lower than one, while has exponential complexity in the case of a fully-utilized processor. Note that the latter case corresponds to the starting condition of the algorithm and that the QPA is applied multiple times. In addition, it requires the execution of fixed-point iterations that further increase the algorithm complexity. To the best of our knowledge, the actual complexity of this algorithm is unknown: anyway, it is clearly unsuitable for performing on-line decisions concerning the splitting of the reservations, especially if multiple alternatives for the splitting must be evaluated by a load balancing algorithm—which is the primary objective of this work.

2.3 Notation and Table of Symbols

The \( m \) processors are referred to as \( P_1, P_2, \ldots, P_m \). The set of \( n_k \) reservations allocated to processor \( P_k \) (both statically or resulting from a split) is denoted by \( R_k \), with \( \bigcap_{k=1}^m R_k = \emptyset \). The utilization of a reservation \( r_i \) is denoted as \( U_i = C_i/T_i \). Two functions \( \text{tail}(P_k) = \{\text{true, false}\} \) and \( \text{head}(P_k) = \{\text{true, false}\} \) are used to indicate whether a tail and a head reservation is allocated to \( P_k \), respectively. If \( \text{tail}(P_k) = \text{true}, \) then \( r_{t,k} \) denotes the (only) tail reservation allocated to \( P_k \). Similarly, if \( \text{head}(P_k) = \text{true} \), then \( r_{h,k} \) denotes the head reservation allocated to \( P_k \) with the largest utilization. For the sake of simplicity, the subscript \( k \) is omitted when referring to an arbitrary processor or it is clear from the context.

The set of partitions \( R_k \) of partitions allocated to processor \( P_k \) is denoted as \( R_k^P \subseteq R_k \). Given a tail reservation \( r_{t,k} \) (resp., head reservation \( r_{h,k} \)), the father reservation that has been split is denoted as \( F(r_{t,h}) \) (resp., \( F(r_{h,h}) \)). Finally, \( P(r_i) \) denotes the processor to which reservation \( r_i \) is allocated to.

The main notation adopted throughout the paper is summarized in Table 1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>set of reservations admitted into the system</td>
</tr>
<tr>
<td>( P_k )</td>
<td>( k )-th processor</td>
</tr>
<tr>
<td>( R_k )</td>
<td>set of reservations allocated to processor ( P_k )</td>
</tr>
<tr>
<td>( R_k^P )</td>
<td>set of partitioned reservations allocated to processor ( P_k )</td>
</tr>
<tr>
<td>( n_k )</td>
<td>number of reservations allocated to processor ( P_k )</td>
</tr>
<tr>
<td>( n_k^P )</td>
<td>number of partitioned reservations allocated to processor ( P_k )</td>
</tr>
<tr>
<td>( r_i )</td>
<td>( i )-th reservation</td>
</tr>
<tr>
<td>( C_i )</td>
<td>budget of ( r_i )</td>
</tr>
<tr>
<td>( T_i )</td>
<td>minimum inter-replenishment time of ( r_i )</td>
</tr>
<tr>
<td>( D_i )</td>
<td>relative deadline of ( r_i )</td>
</tr>
<tr>
<td>( U_i )</td>
<td>utilization of ( r_i )</td>
</tr>
<tr>
<td>( r_{h,k} )</td>
<td>head reservation allocated to ( P_k )</td>
</tr>
<tr>
<td>( r_{t,k} )</td>
<td>tail reservation allocated to ( P_k )</td>
</tr>
<tr>
<td>( F(r_i) )</td>
<td>father reservation of a tail or head reservation ( r_i )</td>
</tr>
<tr>
<td>( P(r_i) )</td>
<td>processor in which ( r_i ) is allocated</td>
</tr>
</tbody>
</table>

3 An Approximate Algorithm for C=D Splitting

This section proposes a new algorithm for computing a lower-bound to the maximum zero-laxity (C=D) portion of budget that can be allocated to a processor, thus allowing to compute an approximate solution to the C=D splitting discussed in Section 2.2. The algorithm has been designed to have a linear time complexity in order to be efficiently applied for on-line load balancing.

First, an approximate sensitivity analysis is presented in Section 3.1. Then, Section 3.2 shows how the sensitivity analysis can be leveraged to design an algorithm that splits the budget of a reservation. Finally, Section 3.3 discusses some implementation issues and the algorithm complexity.

3.1 Approximate Sensitivity Analysis

The method proposed in this paper is based on the processor-demand criterion (PDC) proposed by Baruah et al. [18]. The PDC analysis is based on the notion of demand bound function and provides an exact schedulability test for a set of constrained-deadline sporadic tasks executing upon a single processor under EDF scheduling. Since the reservation servers considered in this work behave as sporadic tasks [12], the schedulability of the reservations allocated to a given processor \( P_k \) can be verified by checking the PDC as...
\[ \forall t \geq 0, \sum_{r_i \in R_k} dbf_i(t) \leq t, \text{ where } dbf_i(t) \text{ is the demand bound function of } r_i \text{ and is defined as} \]
\[ dbf_i(t) = \begin{cases} 
\left[ t + T_i - D_i \right] C_i, & \text{if } t < \nu_i T_i + D_i \\
C_i + U_i(t - D_i), & \text{otherwise.} 
\end{cases} \tag{1} \]

To design the approximate splitting algorithm, the demand bound function of each reservation is first approximated by an upper bound. Following the results in [19], the demand bound function of any reservation \( r_i \in R_k \) is upper-bounded by
\[ \overline{dbf}_i(t) = \begin{cases} 
dbf_i(t), & \text{if } t < \nu_i T_i + D_i \\
C_i + U_i(t - D_i), & \text{otherwise.} \tag{2} \end{cases} \]

where the parameter \( \nu_i \geq 0 \) denotes the number of steps of the original demand bound function that are retained in the approximation. Such a function is illustrated in Figure 2(a). Leveraging this bound, it is possible to formulate a sufficient PDC-based condition to verify the schedulability of the reservations allocated to a processor, which is provided by the following theorem.

**Theorem 1 (From [19]).** A set of reservations \( R_k \) is EDF-schedulable on a single processor if \( \sum_{r_i \in R_k} U_i \leq 1 \) and
\[ \forall t \in \bigcup_{r_i \in R_k} \xi(r_i), \sum_{r_i \in R_k} \overline{dbf}_i(t) \leq t \tag{3} \]

where
\[ \xi(r_i) = \{ sT_i + D_i, s = 0, \ldots, \nu_i \} \tag{4} \]

With the above theorem in place, it is possible to formulate the following optimization problem.

**Problem definition.** Consider a set of reservations \( R_k \) allocated to a processor \( P_k \) that does not already include a tail reservation. By Theorem 1, a safe budget \( C_t \) for a tail reservation \( r_t \) with minimum inter-replenishment time \( T_t \), such that \( r_t \) can be safely allocated to \( P_k \), can be computed by solving the following optimization problem:

maximize \( C_t \)
subject to \( \sum_{r_i \in R_k} \frac{C_i}{T_i} + \frac{C_t}{T_t} \leq 1 \)
\[ \sum_{r_i \in R_k} \overline{dbf}_i(t) + \overline{dbf}_t(t) \leq t, \quad \forall t \in \bigcup_{r_i \in (R_k \cup r_t)} \xi(r_i) \]

This optimization problem can be manipulated to obtain a sub-optimal solution in a closed form. Given a lower-bound \( C^{LB}_t \geq 0 \) to the zero-laxity budget of \( r_t \), the problem is rewritten by means of \( J + 1 \) constraints of the form \( C_t \leq V_j(R_k, T_t, C^{LB}_t) \) (with \( j = 0, \ldots, J \)), whose left-hand side terms are independent of \( C_t \) so that the solution can be easily computed as \( C_t = \min_{j=0}^{J} \{ V_j(R_k, T_t, C^{LB}_t) \} \). In other words, given the parameters of the reservations in set \( R_k \) and the minimum inter-replenishment time \( T_t \) of the tail reservation, the expressions \( V_j(R_k, T_t, C^{LB}_t) \) must be constant terms.

First of all, note that the constraint \( \sum_{r_i \in R_k} \frac{C_i}{T_i} + \frac{C_t}{T_t} \leq 1 \) (corresponding to a very simple necessary condition for feasibility) originates a trivial upper bound on the value of \( C_t \), that is
\[ C_t \leq C_t^{MAX} = \left( 1 - \sum_{r_i \in R_k} U_i \right) T_t. \tag{5} \]

Leveraging the bound \( C_t^{MAX} \), the terms \( V_j(R_k, T_t, C^{LB}_t) \) can be derived by considering the constraints originated by the PDC check-points in the set \( \bigcup_{r_i \in (R_k \cup r_t)} \xi(r_i) \). First, note that functions \( \overline{dbf}_i(t) \) are piece-wise defined in intervals that depend on the check-point \( t \). Also, by looking at Equation 4, observe that the check-points of the tail reservation depend on the optimization variable \( C_t = D_t \).

Therefore, when considering any of the check-points \( t \) of the tail reservations (i.e., those in the set \( \xi(r_t) \)), the value of functions \( \overline{dbf}_i(t) \) for the other reservations cannot be expressed in a closed form as their value depend on \( C_t \), which is unknown. This issue introduces a sort of circular dependency in the equations that is solved via approximations by the following lemma.

**Lemma 1.** If the conditions
\[ \begin{cases} 
C_t \leq \min_{r_i \in R_k} \{ D_i \} - \epsilon \\
\sum_{r_i \in R_k} \overline{dbf}_i(jT_t + C_t^{MAX}) + (j + 1)C_t \leq jT_t + D_t, \\
\end{cases} \tag{a} \]
for \( j = 1, \ldots, \nu_t \)

hold (with \( \epsilon > 0 \) arbitrary small), then
\[ \forall t \in \xi(r_t), \sum_{r_i \in R_k} \overline{dbf}_i(t) + \overline{dbf}_t(t) \leq t. \tag{6} \]

**Proof:** Each of the conditions above corresponds to one element of the set \( \xi(r_t) \). Condition (a) verifies the constraint \( \sum_{r_i \in R_k} \overline{dbf}_i(D_t) + \overline{dbf}_t(D_t) \leq D_t \). If the tail reservation (configured with \( C_t = D_t \)) does not have the smallest deadline among the reservations allocated to \( P_k \), then it may be preempted, thus inevitably missing its deadline. Therefore, a solution exists only if \( C_t = D_t < \min_{r_i \in R_k} \{ D_i \} \), which then gives \( \sum_{r_i \in R_k} \overline{dbf}_i(D_t) = 0 \) and the constraint for point \( D_t \) is implicitly verified. Condition (b) verifies the constraint \( \sum_{r_i \in R_k} \overline{dbf}_i(t) + \overline{dbf}_t(t) \leq t \) for points \( t = jT_t + D_t \) with \( j = 1, \ldots, \nu_t \). Since functions \( \overline{dbf}_i(t) \) are monotonic non-decreasing in \( t \) and \( C_t \leq C_t^{MAX} \), then \( \overline{dbf}_i(jT_t + D_t) \leq \overline{dbf}_i(jT_t + C_t^{MAX}) \). The lemma follows by noting that, for points \( t = jT_t + D_t \), the value of \( \overline{dbf}_t(t) \) corresponds to \( (j + 1)C_t \).

Before proceeding with the constraints originated by the check-points of the head and partitioned reservations, it is necessary to introduce a new demand bound function \( \overline{dbf}_t(t) \), which is explicitly conceived to deal with the contribution originated by the tail reservation. This function
is illustrated in Figure 2 (b) and allows removing the circular dependency that would have been introduced by the use of $\overline{dbf}_1(t)$, which again depends on the value of the (unknown) optimization variable $D_t = C_t$.

**Lemma 2.** It holds

$$\forall t \geq 0, \overline{dbf}_1(t, C_t^{LB}) \geq \overline{dbf}_1(t),$$

where

$$\overline{dbf}_1(t, C_t^{LB}) = \begin{cases} 0 & \text{if } t < C_t^{LB} \\
(j + 1)C_t & \text{if } t \geq C_t^{LB} + jT_t \\
C_t + U_t(t - C_t^{LB}) & \text{if } t \geq \nu T_t + C_t^{LB}, \end{cases}$$

for $j = 0, \ldots, \nu_t - 1$, and $C_t^{LB}$ is a lower bound to $C_t$.

**Proof:** Let us separately consider the three cases in which $\overline{dbf}_1(t, C_t^{LB})$ is defined.

**Case** $t < C_t^{LB}$. As $\overline{dbf}_1(t) = 0$ for $t < C_t = D_t$, being $C_t^{LB} \leq C_t$, then also $\overline{dbf}_1(t, C_t^{LB}) = 0$.

**Case** $C_t^{LB} + jT_t \leq t < C_t^{LB} + (j + 1)T_t$, $(j = 0, \ldots, \nu_t - 1)$. Being $C_t^{LB} \leq C_t = D_t$ in this case $\overline{dbf}_1(t)$ can be either equal to $jC_t$, when $t < D_t + jT_t$, or $(j + 1)C_t$, when $t \geq D_t + jT_t$. Hence, $\overline{dbf}_1(t)$ is always upper-bounded by $(j + 1)C_t$.

**Case** $t \geq \nu T_t + C_t^{LB}$. Analogously, as for the previous case, in this one $\overline{dbf}_1(t)$ can be either equal to (i) $\nu T_t$, when $t < \nu T_t + D_t$, or (ii) $C_t + U_t(t - D_t)$, when $t \geq \nu T_t + D_t$. Note that in both the sub-cases $\overline{dbf}_1(t)$ is upper-bounded by $C_t + U_t(t - D_t)$. Being, $C_t^{LB} \leq C_t = D_t$, it holds $C_t + U_t(t - C_t^{LB}) \geq C_t + U_t(t - D_t)$.

Hence the lemma follows.

Thanks to this upper bound, it is now possible to remove the circular dependency in the constraints originated by the check-points of the head and partitioned reservations.

**Lemma 3.** If the inequality

$$\sum_{r_i \in R_k} \overline{dbf}(t) + \overline{dbf}_1(t, C_t^{LB}) \leq t$$

holds $\forall t \in \{\cup_{r_i \in R_k} \xi(r_i)\}$, then

$$\sum_{r_i \in R_k} \overline{dbf}_1(t) + \overline{dbf}_1(t) \leq t$$

also holds $\forall t \in \{\cup_{r_i \in R_k} \xi(r_i)\}$.

**Proof:** The lemma directly follows from Lemma 2 and the definition of the set $\xi(r_i)$.

Finally, the results of Lemma 1 and Lemma 3 are combined in the following theorem, which provides a closed-form expression for computing a safe bound on $C_t$.

**Theorem 2.** A set of reservations $\{R_k \cup r_i\}$ composed of $n_k$ partitioned and/or head reservations, and one tail reservation $r_j$ with minimum inter-replenishment time $T_t$ can be safely EDF-scheduled on a single processor $P_k$ if

$$C_t = D_t = \min \{V_j(R_k, T_t, C_t^{LB})\}$$

where $V_0(R_k, T_t, C_t^{LB})$, $\ldots$, $V_j(R_k, T_t, C_t^{LB})$ are defined as in Table 2, and $0 \leq C_t^{LB} \leq C_t$.

**Proof:** The set of reservations $\{R_k \cup r_i\}$ is schedulable if the conditions of Theorem 1 hold. Note that Lemma 1 and Lemma 3 can be combined to obtain sufficient conditions for which Theorem 1 holds. The terms in Table 2 are obtained by simple algebraic transformations of the conditions of such lemmas, which have been re-formulated in the form $\forall j = 0, \ldots, J$, $C_t \leq V_j(R_k, T_t, C_t^{LB})$. Specifically, each check-point in the set $\{\cup_{r_i \in R_k} \xi(r_i)\}$ originates a constraint $V_j(R_k, T_t, C_t^{LB})$. All of such constraints are verified if $C_t = \min_{j=0,\ldots,J} \{V_j(R_k, T_t, C_t^{LB})\}$. The algebraic transformations to obtain such constraints are the following.

**Constraint** for point $t = D_t$. It directly follows from Equation (5) and condition (a) in Lemma 1.

**Constraints for points** $t = sT_t + D_t$: Following condition (b) of Lemma 1, the inequality

$$\sum_{r_i \in R_k} \overline{dbf}(sT_t + C_t^{MAX}) + (s + 1)C_t \leq sT_t + D_t$$

needs to be satisfied. Recalling that $C_t = D_t$ and solving with respect to $C_t$, the inequality can be rewritten as

$$sC_t \leq \sum_{r_i \in R_k} \overline{dbf}(sT_t + C_t^{MAX}) + sT_t,$$

and then as

$$C_t \leq T_t - \frac{1}{s} \sum_{r_i \in R_k} \overline{dbf}(sT_t + C_t^{MAX}).$$
Constraints for points $t = sT_i + D_i$. By Lemma 3, the following inequality needs to be satisfied:

$$
\sum_{r_i \in R_k} \{ \bar{d}f_i(t) + \bar{d}f_i(t) \} \leq t.
$$

The three cases in which $\bar{d}f_i(t, C_{LB}^{t})$ is defined are individually discussed next.

Case $t < C_{LB}^{t}$. Since $\bar{d}f_i(t, C_{LB}^{t}) = 0$, no constraint is needed in this interval.

Case $jT_i + C_{LB}^{t} < t \leq (j + 1)T_i + C_{LB}^{t}$. Since $\bar{d}f_i(t, C_{LB}^{t}) = (j + 1)C_i$, the inequality becomes

$$
\sum_{r_i \in R_k} \bar{d}f_i(t) + (j + 1)C_i \leq t,
$$

which by solving with respect to $C_i = D_i$ can be rewritten as

$$
D_i \leq \frac{1}{j + 1} \left( t - \sum_{r_i \in R_k} \bar{d}f_i(t) \right).
$$

Case $t \geq \nu_i T_i + C_{LB}^{t}$. Since $\bar{d}f_i(t, C_{LB}^{t}) = C_i + U_i(t - C_{LB}^{t})$, the inequality becomes

$$
\sum_{r_i \in R_k} \bar{d}f_i(t) + C_i + U_i(t - C_{LB}^{t}) \leq t.
$$

Recalling that $U_i = C_i/T_i$ and by solving with respect to $C_i$, the inequality can be rewritten as

$$
C_i \left( \frac{T_i + t - C_{LB}^{i}}{T_i} \right) \leq t - \sum_{r_i \in R_k} \bar{d}f_i(t),
$$

and then as

$$
C_i \leq \frac{T_i}{T_i + t - C_{LB}^{i}} \left( t - \sum_{r_i \in R_k} \bar{d}f_i(t) \right).
$$

The right-hand sides of such inequalities are the terms reported in Table 2. Hence the theorem follows.

With Theorem 2 in place, an algorithm to compute a refined bound for the zero-laxity budget $C_i$ is proposed next.

### 3.2 Algorithm for Approximate C=D

The results of Theorem 2 can be used to implement an algorithm that efficiently computes a safe value for $C_i$ via iterative refinements, which is is reported in Figure 3.

1. procedure APPROXIMATEC=D($R_k, T_i, C_{LB}^{i}$)
2. \size1 $C_{LB}^{i} \leftarrow 0$;
3. for $i = 1, \ldots, \lambda + 1$ do
4. \hspace{0.5cm} Compute constraints $V_j(R_k, T_i, C_{LB}^{i})$ by Table 2
5. \hspace{0.5cm} $C_{LB}^{i} \leftarrow \min_{j=0, \ldots, j} \{ V_j(R_k, T_i, C_{LB}^{i}) \}$;
6. end for
7. return $C_{LB}^{i}$
8. end procedure

Fig. 3. Pseudo-code for computing a lower bound for $C_i$ with iterative refinement.

The algorithm inputs the set $R_k$ of reservations already allocated to processor $P_k$, the period $T_i$ of the tail reservation to be allocated on $P_k$, and a number $\lambda$ of refinement iterations. As a first step, the lower bound $C_{LB}^{i}$ is initialized to zero, which is clearly a safe value. Then, at each iteration, the constraints $V_j(R_k, T_i, C_{LB}^{i})$ of Table 2 are computed and a new lower bound for $C_i$ is obtained by leveraging Theorem 2. This lower bound can then be used as a new value for $C_{LB}^{i}$ to further refine the bound provided by Theorem 2, which is monotone non-decreasing with $C_{LB}^{i}$. Hence, the algorithm also generates a non-decreasing sequence of lower bounds for $C_i$. Surprisingly, the experiments reported in Section 5.1 show that just two refinement iterations ($\lambda = 2$) provide a significant improvement with respect to the adoption of Theorem 2 with $C_{LB}^{i} = 0$ ($\lambda = 0$, no bound refinement).

### 3.3 Implementation and Complexity

In this work, the methods proposed in the previous sections were derived to be used on-line for admitting a new reservation by means of C=D splitting. Therefore, considering the case in which a set of reservations $R_k$ is already allocated to $P_k$, the value of $C_i$ has to be computed for evaluating the possibility of allocating a tail reservation to $P_k$. In this case, the approach presented in Section 3.1 allows implementing a linear-time algorithm for computing the C=D splitting. In fact, all the terms in the constraints $C_i \leq \nu_j(R_k, T_i, C_{LB}^{i})$ (see Table 2) that do not depend on $T_i$ can be pre-computed and stored in a table each time a reservation (partitioned or head) is allocated to $P_k$ (e.g., using dynamic programming): this operation can be done in $O(\sum_{r_i \in \{ R_k \cup r_i \}} (\nu_i + 1)) = O(n_k)$ time, which is linear in the number of tasks as soon $\nu_i$ is constant $\forall r_i \in \{ R_k \cup r_i \}$. Then, to implement Theorem 2, it is required to compute (i) the upper bound $C_{LB}^{MAX}$, which can be done in constant time, (ii) the sum of demand bound functions in $V_1(R_k, T_i, C_{LB}^{i}), \ldots, V_{n_k}(R_k, T_i, C_{LB}^{i})$, which can be done in $O(n_k)$ time, and (iii) the minimum among the constraints, which can be done in $O(n_k)$ time. The APPROXIMATEC=D algorithm computes the bound of Theorem 2 for $\lambda + 1$ times. Hence, the algorithm has complexity $O((\lambda + 1)n_k)$, which is again linear until $\lambda$ is constant.

### 4 Load Balancing

This section presents a load balancing algorithm for managing the allocation and the splitting of the reservations under C=D semi-partitioned scheduling. The algorithm has been designed to be as simple as possible (to be practically used online) and employs a limited number of re-allocations of the reservations. At a high level, the algorithm reacts to two events: (i) the arrival of a new reservation, where its admission must be evaluated by finding a proper allocation; and (ii) the exit of a reservation, which consists in performing some re-allocations in order to favor the admission of future reservations.

The following two sections discuss how to handle the arrival and the exit of a reservation. Then, Section 4.3 discusses how it is possible to increase the performance of the load balancing algorithm, at the cost of performing a single reallocation of an already-partitioned reservation. Finally, Section 4.4 discusses how to handle the scheduling transient originated by a reservation that leaves the system or that is reconfigured.
4.1 Admission of a New Reservation

Whenever the system receives a request for admitting a new reservation \( r_i = (C_i, D_i, T_i) \), the following operations are performed:

1) First, the algorithm tries to find a static allocation of \( r_i \) to a processor (i.e., as with standard partitioned scheduling) by using a partitioning heuristic. In particular, according to our experiments, the best-fit heuristic has been found to perform best. If a valid allocation is found, then \( r_i \) is admitted into the system.

2) If step 1) fails, then \( r_i \) is split into a head reservation \( r_h \) and a number tail reservations \( r_1^T \ldots r_n^T \), with \( x < m \), by the algorithm reported in Figure 4. The algorithm works as follows. First, for each processor \( P_k \), a safe bound on the maximum budget of a tail reservation allocated to \( P_k \) is computed by means of the APPROXIMATE-C=D algorithm (line 4). The pairs \((S_k, C_k, S_k, P)\) of budgets and processors are recorded in an ordered list \( S \). Then, \( S \) is sorted in decreasing order with respect to the budget of each pair. Then, the maximum index \( x \) is computed such that the sum of the largest \( x \) elements in \( S \) does not exceed the budget \( C_i \) of the reservation to be split. Subsequently, for each of the \( x \) first elements in \( S \), a tail reservation \( r_j^T \) is defined with budget and deadline \( S_j, P \) (line 10), with \( j = 1, \ldots, x \). The same partitioning heuristic used in step 1) is then applied to allocate the head reservation \( r_h \); if the allocation succeeds, then the algorithm also succeeds; otherwise the algorithm fails and the reservation \( r_i \) is rejected.

```
1: procedure MULTI Split(r_i, \lambda)
2:   Let S be an ordered list of elements \((S_k, C_k, S_k, P)\)
3:   \forall P_k \in \{k = 1, \ldots, m\}
4:     S_k, C_k \leftarrow \text{APPROXIMATE-C=D}(R_k, T_i, \lambda)
5:     S_k, P \leftarrow P_k
6:     Sort S according to \( S_k, C \) in decreasing order
7:     \( x \leftarrow \max \{ x \mid \sum_{j=1}^x S_j, C < C_i \land x < m \} \)
8:   for all \( j = 1, \ldots, x \) do
9:     \( r_j^T \leftarrow (S_j, C_j, S_j, P) \)
10:    Allocate \( r_j^T \) to \( S_j, P \)
11:   end for
12:  \( C_h = C_i - \sum_{j=1}^x S_j, C \)
13:  \( D_h = D_i - \sum_{j=1}^x S_j, C \)
14:  \( r_h \leftarrow (C_h, D_h, T_i) \)
15:  Try to allocate \( r_h \) on a processor with a partitioning heuristic
16:  if \( r_h \) has been allocated then
17:     return SUCCESS
18:  else
19:     \forall j = 1, \ldots, x, remove \( r_j^T \) from \( S_j, P \)
20:    return FAIL
21:  end if
22: end procedure
```

Fig. 4. Pseudo-code of the algorithm for splitting and allocating reservations.

Note that both the steps require evaluating whether a reservation can be safely allocated to a processor, which can be performed by leveraging Theorem 1 with computational cost \( O(n_k) \). As discussed in Section 3.3, algorithm APPROXIMATE-C=D has \( O(n_k) \) complexity. Hence, the overall computational cost of the above operations is \( O(m \cdot n_{\text{MAX}}) \), where \( n_{\text{MAX}} = \max_{k=1,\ldots,m}\{n_k\} \). Note that this is the same complexity of the approach described in [14].

4.2 Handling the Exit of a Reservation

Whenever a partitioned reservation \( r_j \in R_k^P \) (i.e., allocated to processor \( P_k \)) leaves the system, if \( \text{tail}(P_k) = \text{true} \) let \( r_{j,k} \) be the (only) tail reservation allocated on \( P_k \), and let \( r_j = \mathcal{F}(r_{j,k}) \). Then, the algorithm tries to allocate \( r_j \) to \( P_k \) after removing all head and tail reservations related to \( r_j \) from the corresponding processors. That is, the algorithm tries to re-assemble the semi-partitioned reservation \( r_j \) by allocating it as a partitioned reservation of \( P_k \). Conversely, if \( \text{tail}(P_k) = \text{false} \) but \( \text{head}(P_k) = \text{true} \), let \( r_{n,k} \) be head reservation with the highest utilization allocated on \( P_k \). Then, the algorithm tries to re-assemble \( r_j = \mathcal{F}(r_{n,k}) \) on \( P_k \) as above. Whenever a semi-partitioned reservation \( r_j \in R \setminus R_k^P \) leaves the system, let \( \mathcal{P}(r_j) \) be the set of processors in which at least a tail or head reservation of \( r_j \) was allocated. Then, for each processor \( P_k \in \mathcal{P}(r_j) \), the same procedure described above for the exit of a partitioned reservation is performed. These operations require checking at most \( m \) times (the maximum number of splits) whether a reservation can be allocated to a processor, which can be performed in \( O(m \cdot n_{\text{MAX}}) \) time.

4.3 Re-allocate Partitioned Reservations

Whenever the algorithm does not find a valid allocation for a new reservation \( r_i \), the chances of admitting \( r_i \) can be increased by trying to re-allocate a previously-allocated partitioned reservation. In particular, the following heuristic has been found to be effective while employing minimal re-allocations limited to a single reservation.

For each processor \( P_k \) (\( k = 1, \ldots, m \)), check if after de-allocating the partitioned reservation \( r_j \in R_k^P \) that has the highest utilization (i.e., \( r_j \in R_k^P \mid U_j = \max_{r_i \in R_k^P} U_j \)) it is possible to allocate \( r_i \) to \( P_k \). If yes, then try to re-allocate \( r_j \) by following steps 1 and 2 in Section 4.1. When the first valid re-allocation is found, \( r_j \) is re-allocated, \( r_i \) is allocated to \( P_k \), and the algorithm terminates. The computational complexity of this extension is \( O(m^2 \cdot n_{\text{MAX}}) \) complexity.

4.4 Handling Scheduling Transients

It is worth observing that the admission of a new reservation may not be immediately performed when another reservation leaves the system or it is reconfigured during a re-allocation (so freeing some utilization bandwidth). This is because the leaving (or modified) reservation may have already affected the execution of the other reservations, and hence the system is subject to a transient (also referred to as mode-change by some authors). However, note that this issue is not specifically related to semi-partitioned scheduling, as it also occurs in uniprocessor systems [20], [21] (and hence under partitioned scheduling) and under global scheduling [22], [23]. Several solutions are available for analyzing such transients [20], [22], [24] by deriving a safe bound on the time that must be waited before admitting a new reservation or let re-allocations to take effect.

The design of efficient methods to handle scheduling transients that are tailored to C=D semi-partitioned scheduling
is out of the scope of this paper and is left as future work. This section illustrates how to apply state-of-the-art results for partitioned scheduling to handle scheduling transients in the setting considered in this work.

When deadline misses cannot be tolerated, it is necessary to ensure that a newly admitted (or re-allocated) reservation is subject to an admission delay. For example, in the case of partitioned reservations, the AADT algorithm [24] (and the related protocol) may be used to compute such an admission delay in polynomial time. Nevertheless, it is designed for uniprocessor (or multiprocessor partitioned) scheduling, and hence it cannot be directly applied to semi-partitioned reservations. To fill this gap, Lemma 4 establishes a safe time to admit a semi-partitioned reservation without incurring scheduling transients.

**Lemma 4.** Let \( r_i \) be a semi-partitioned reservation that has been admitted in the system at time \( t \) and split into \( x < m \) sub-reservations \( r^1_i, \ldots, r^x_i \). Also, let \( B \) be the set of processors in which the sub-reservations of \( r_i \) are allocated to, i.e., \( B = \{ P_k \mid \exists r^j_i \in \mathcal{R}_k \text{ s.t. } j = 1, \ldots, x \wedge k = 1, \ldots, m \} \).

Then, \( r_i \) can be admitted without incurring scheduling transients at time

\[
t + \max_{j=1, \ldots, x} \{ d^j_i \},
\]

where \( d^j_i \) is a safe admission delay for sub-reservation \( r^j_i \).

**Proof:** Reservation \( r_i \) does not incur in scheduling transients if each sub-reservation waits for its corresponding admission delay. By definition, each delay \( d^j_i \) is a safe time for admitting the sub-reservation \( r^j_i \) in the corresponding processor. Hence, waiting for the maximum admission delay among all sub-reservation provides a safe condition for admitting \( r_i \).

Lemma 4 provides a simple and safe way to extend state-of-the-art results for dealing with scheduling transients to admit reservations that require to be split. Note that Lemma 4 can also be used in conjunction with other methods providing safe admission delays for each of the sub-reservations (i.e., working under partitioned scheduling).

Nonetheless, waiting for an admission delay may not be always acceptable. In these circumstances, a simple and effective strategy consists in allowing the allocation of a reservation \( r_i \) only if the corresponding admission delay is zero. For example, this method may be suitable for reservations that need to be re-allocated in a different processor to favor the admission of new workloads.

**5 Experimental Results**

This section presents the results of two large-scale experimental studies that have been conducted to evaluate the approach presented in this paper. The first study, discussed in Section 5.1, has been carried out to assess the performance of the approximate C=D splitting algorithm presented in Section 3 with respect to the exact algorithm proposed by Burns et al.’s [13] method. Specifically, the study considers a single processor on which a set of reservations is already allocated and is based on computing with the two methods the maximum zero-laxity budget of a tail reservation to be allocated on the considered processor.

**Reservation set generation.** Given \( n \) reservations and a target utilization \( U = \sum_{i=1}^{n} U_i \), the individual utilizations \( U_i \) of the \( n \) reservations are generated with the UUnifast algorithm [25]. For each reservation, the minimum inter-replenishment time \( T_i \) is randomly generated in the range \([1, 1000] \text{ ms with uniform distribution and the budget is then computed as } C_i = U_i T_i \). The relative deadline of each reservation \( r_i \) is then randomly generated with uniform distribution in the interval \([C_i + \beta(T_i - C_i), T_i] \), with \( \beta \in [0, 1] \). Intuitively, the use of larger values for \( \beta \) tends to generate deadlines closer to the corresponding periods, where \( \beta = 1 \) implies \( D_i = T_i \).

**Experiments.** The utilization \( U \) has been varied in the range \([0.05, 0.95] \) with step 0.05, and the number \( n \) of reservations has been varied from 2 to 20.\(^2\) The number of additional steps \( n \) of the approximate demand bound function of each task and the parameter \( \lambda \) (see Algorithm 3) have been varied in the interval \([0, 9] \) with step one. For the sake of simplicity, the parameter \( \lambda \) is set to the same value \( \nu \) for all the tasks. The parameter \( \beta \), which controls the relative deadline of the tasks, has been varied in the set \([0.5, 0.75, 1] \). For each combination of these parameters, 5000 reservation sets have been tested, for a total of almost 600 million reservation sets. For each reservation set \( \mathcal{R} \), the period \( T_i \) of a tail reservation \( r_i \) has been randomly generated in the range \([1, 1000] \text{ ms with uniform distribution. Then, the value of } C_i \) such that the set of reservations \( \{ r_i \cup \mathcal{R} \} \) can be safely EDF-scheduled on a single processor has been computed by both the exact method from [13] and the approximate method proposed in this paper. The two methods have been compared in terms of utilization loss: that is, given the exact value \( C_{EXA} \) (by [13]) and an approximate value \( C_{APP} \leq C_{EXA} \), the utilization loss introduced by the approximate method is defined as \( (C_{EXA}/T_i) - (C_{APP}/T_i) \).

The experimental results for six representative configurations are reported in Figure 5. Figures 5(a) and 5(b), show that the improvement provided by increasing the value of \( \nu \) becomes very small for \( \nu \geq 2 \), and that the utilization loss decreases as the utilization \( U \) increases. Figure 5(c) shows that utilization loss slightly decreases as

\(^2\)In the special case of a single reservation (\( n = 1 \)), the computation of the exact maximum zero-laxity budget that can be safely allocated to a processor can be computed by solving a simple equation (the details are available in Appendix A). The number of tasks has been limited to 20 because the results show that the error introduced by the proposed approximation decreases as the number of tasks increases, approaching very low values for more than 20 tasks.
the parameter $\beta$ increases, and Figures 5(e) and 5(f) illustrate the dependency of the utilization loss on the number of tasks $n$, which improves as $n$ increases. As for parameter $\nu$, also the improvement achieved by increasing the number of refinement iterations $\lambda$ becomes smaller for $\lambda \geq 2$. Overall, the results show that configuring the approximate C=D algorithm with $\nu = \lambda = 2$ provides an empirical utilization loss always below 3%. This is an important result because such low values for parameters $\nu$ and $\lambda$ determine very short running times of the approximate C=D algorithm.

**Running times.** Another experiment has been carried out to evaluate the running times of the proposed methods against the one of the exact C=D splitting algorithm. The tests have been executed on a machine equipped with an Intel Core i7-6700K @ 4.00GHz. The Microsoft VC++2015 compiler has been used to compile literal implementations (i.e., not designed for being extremely efficient) of the algorithms. The approximate C=D algorithm has been configured with $\nu = \lambda = 2$. The running times of both methods have been collected using the Windows API for measuring the wall clock. Despite the experiments having been performed on a dedicated processor, measurements may include some additional overhead (e.g., execution of services of the operating system). A preliminary experiment excluded the possibility of using the API that measures the execution time of the process only, as the offered precision is comparable with the running time of Algorithm 3. As showed in Figures 5(g) and 5(h), the exact C=D splitting algorithm exhibited maximum running times in the order of a few seconds, with an increasing trend as a function of the utilization and the number of reservations, whereas the running time of the approximate algorithm always resulted below 30 microseconds. The maximum running times of Algorithm 3 showed a slightly increasing trend with respect to the number of tasks, ranging from 16 $\mu$s for $n = 2$ tasks, to 29 $\mu$s for $n = 20$ tasks.

**5.2 Proposed Approach vs. G-EDF and P-EDF**

A second experimental study has been performed to evaluate the performance of C=D semi-partitioned scheduling managed by the load balancing algorithms presented in Section 4 (that make use of the approximate splitting algorithm of Section 3) against G-EDF and partitioned EDF (P-EDF) scheduling. For G-EDF scheduling, a relatively favorable condition has been considered in which the acceptance test is performed by combining four state-of-the-art polynomial-time tests (suitable for being executed on-line), which are: GFB [26], BAK [27], a polynomial-time approximation of LOAD [28] [29], and I-BCL [30] (configured with 3 iterations, as suggested by the authors). In other words, if any of these tests is passed, then a new reservation is admitted. For P-EDF, three common partitioning heuristics have been tested: first-fit, best-fit, and worst-fit (the latter with respect to the utilizations of the reservations). The study is based on synthetic dynamic workloads, which have been generated as follows.

**Generation of Dynamic Workload.** A sequence of $N^E$ events is generated, where each event can be of type ARRIVAL or EXIT. An ARRIVAL event consists in a new reservation $r_i$ that is tried to be admitted into the system. The beta distribution [31] has been adopted to control the statistical validity of the utilizations of the reservations, generating the utilization values in a fixed range $[U_{\min}, U_{\max}] = [0.01, 0.9]$. In each experiment, the beta distribution has been configured with two parameters $U_{\text{avg}}$ and $U_{\sigma}$, controlling the average and the variance of the generation, respectively. The minimum inter-replenishment time $T_i$ of each reservation was generated in the range $[1, 1000]$ ms with uniform distribution, and the budget was then computed as $C_i = U_i T_i$. As in Section 5.1, the relative deadline of each reservation $r_i$ has been randomly generated with uniform distribution in the interval $[C_i + \beta(T_i - C_i), T_i]$, with $\beta \in [0, 1]$.

The EXIT event corresponds to the exit of a reservation that is randomly selected among those that are currently admitted in the system. Each sequence $s$ of events is generated
as follows: a random real number \( x \in [0, 1] \) is generated \( N^E \) times with uniform distribution; each time, if \( x \in [0, \Lambda] \), an ARRIVAL event is generated and enqueued to \( s \), else an EXIT event is generated and enqueued to \( s \). The term \( \Lambda \) is a variable threshold that controls the generation and has been set to \( \Lambda = (1 - U_{opt}/m) + \psi(U_{opt}/m) \) with the following interpretation. The parameter \( U_{opt} \) is the current utilization that the system would have if an optimal scheduling algorithm would have been used to process the previously-generated events. The first term in the definition of \( \Lambda \) is provided to increase the probability of generating an ARRIVAL event when the system load is low. The second term depends on a parameter \( \psi \in [0, 1] \), which is used to control the tendency of a sequence to load the processors; i.e., the larger \( \psi \) the larger the average load demanded by a sequence. Figure 6 reports some details about the generated workload. Inset (a) shows the utilization \( U_{opt} \) provided by the generator as a function of the number of occurred events, when the generator is configured with \( m = 8, U_{AVG} = 0.5, U_\sigma = 0.3 \), and \( \psi = 0.9 \). Under this configuration, the generator is able to maintain a fairly high \( U_{opt} \), and hence is capable of properly loading the system to stimulate the tested methods. Inset (b) corroborates the statistical validity of the generated utilizations by showing the empirical probability distribution function of the generated utilizations in a sequence of 10000 events.

Fig. 6. Analysis of the workload generated with \( m = 8, U_{AVG} = 0.5, U_\sigma = 0.3 \), and \( \psi = 0.9 \). Inset (a) reports \( U_{opt} \) as a function of the number of occurred events, whereas inset (b) shows the empirical probability distribution function of the generated utilizations.

**Experiments.** The average utilization \( U_{AVG} \) of the generated reservations has been varied in the range \([0.2, 0.7]\) with step 0.05, whereas the variance \( U_\sigma \) has been varied in the range \([0.10, 0.50]\) with step 0.05. The parameter \( \beta \), which regulates the relative deadlines, has been varied in the set \([0.5, 0.75, 1]\). The number of processors \( m \) has been varied in the set \([4, 8, 16, 32]\) and the parameter \( \psi \) in the set \([0.6, 0.7, 0.8, 0.9]\). For each combination of the varied parameters, 1000 sequences of 10000 events have been generated. Each generated sequence has been tested with G-EDF, P-EDF, and the approaches proposed in this paper, measuring the average load accepted by each algorithm across the whole sequence. This measure is subsequently normalized to the hypothetical average load that would have been accepted by an optimal scheduling algorithm. This index expresses the quality of an algorithm in terms of acceptance rate (the higher the better and 100% corresponds to the performance of an optimal algorithm).^3^ Figure 7 reports the results for eight representative configurations with \( \psi = 0.9 \). The labels P-EDF-FF, P-EDF-WF, and P-EDF-BF in the legend indicate first-fit, worst-fit, and best-fit partitioning, respectively; C=D-LB indicates the proposed approach based on load balancing presented in Section 4 configured with \( \nu = \lambda = 2 \). As it can be observed from Figures 7(a)-(g), the performance of the algorithms is significantly affected by the utilization of the tested reservations (as also previously observed in other works). The proposed approach allows achieving high performance, keeping the average accepted load above the 87% when \( D_i = T_i \) (i.e., \( \beta = 1 \)), even in the presence of several reservations with high utilization. In particular, it allows achieving a performance improvement up to 40% and 30% over G-EDF and P-EDF, respectively. In the case of constrained deadlines \( \beta = 0.5, 0.75 \), the performance of all the various approaches decreases: nevertheless, C=D-LB still allows keeping the average accepted load above 84%. The algorithms based on P-EDF show relatively good performance up to values of \( U_{AVG} \) that are close to 0.5. Basic partitioned scheduling with simple heuristics has been found to always outperform G-EDF. Figure 7(d) shows the dependency on the variance \( U_\sigma \) of the utilizations: the average accepted load slightly decreases as \( U_\sigma \) increases. Finally, Figure 7(h) shows the dependency on the parameter \( \beta \): for all the tested approaches, the average accepted load decreases as \( \beta \) decreases.

It is worth observing that the curves tend to show a non-monotonic behavior for the following reason. Under large values for \( U_{AVG} \), the acceptance or the rejection of a reservation corresponds to a significant difference in terms of instantaneous accepted load. Since this phenomenon also occurs in the case of an optimal scheduling algorithm (to which the performance is normalized to), the processors tend to be less loaded across a sequence, independently of the tested algorithm, which is a situation that favors non-optimal algorithms. The non-monotonic behavior of the performance of G-EDF has been found to also depend on the combination of multiple acceptance tests; in particular, the I-BCL test tends to perform better than the others for larger values of \( U_{AVG} \). Figure 8 compares different approaches to perform semi-partitioned scheduling of dynamic workloads: C=D-BASELINE, i.e., the approaches of Sections 4.1 and 4.2 but limiting semi-partitioned reservations to be split in at most two chunks and without leveraging the re-allocate partitioned reservation extensions discussed in Section 4.3, as in the baseline load-balancing approach of [14]; C=D-MS, which extends C=D-BASELINE allowing semi-partitioned reservations to be split into multiple chunks (at most \( m \)); C=D-LB, the complete approach proposed in this paper also considered in Figure 7. These three approaches represent three different configurations a system designer may want to explore as a trade-off to balance complexity and performance (in terms of average-accepted load). C=D-BASELINE and C=D-MS have both \( O(m \cdot n_{MAX}) \) complexity for admitting

^3^ Note that the typical schedulability ratio metric makes little sense in the presence of dynamic workload, as the behavior of the different algorithms may significantly differ depending on the previous workload. For instance, an algorithm may reject a lot of “small” (low utilization) reservations because it previously accepted a “heavy” (high utilization) reservation.
the lower the number of chunks, the lower the maximum approach with lower complexity is required. As expected, a new reservation, but C=D−BASELINE may have a lower run-time overhead due to a lower number of migrations (the lower the number of chunks, the lower the maximum number of migrations), whereas C=D−LB has \( \mathcal{O}(m^2 \cdot n_{\text{MAX}}) \) complexity. As expected, C=D−LB reports the highest average accepted load, but also C=D−MS shows a good performance, thus representing an interesting compromise when an approach with lower complexity is required.

6 RELATED WORK

The problem of scheduling real-time workload on a multicore platform has been extensively investigated. A detailed discussion of all the results proposed in the literature is too vast to fit in the space available in this paper and readers interested in the topic can refer to the survey written by Davis and Burns [5]. For this reason, this section focuses on techniques based on semi-partitioned scheduling, which are more relevant to the proposed approach. Semi-partitioned scheduling has been firstly introduced by Anderson et al. [32] in 2005. Later, numerous semi-partitioned scheduling algorithms have been presented, including the proposals of Andersson et al. [33] and Kato et al. [34], [35], [36].

The idea of having split tasks (i.e., reservations) executing at zero-laxity has been originally proposed by Kato and Yamasaki [36] in the context of fixed-priority scheduling, and later extended by Burns et al. [13] to EDF, who proposed the C=D scheme on which this paper builds upon. Kato and Yamasaki [36] ensured split reservations to be executed with the highest priority on each processor, thus guaranteeing their budget \( \tilde{C} \) to be always consumed within \( D = C \) time units from their release time.

In 2011, Bastoni et al. [37] presented a thorough comparison of several semi-partitioned scheduling algorithms, illustrating their benefits with respect to other scheduling approaches. The method described in this paper has been motivated by a recent development due to Brandenburg and Gül [12], who showed that, by adopting clever task-allocation heuristics, the C=D splitting algorithm proposed by Burns et al. [13] allows achieving a near-optimal performance in the presence of static real-time workload. As in [12], the proposed approach also combines C=D scheduling with processor reservations, but in a more dynamic environment where reservations can be created and destroyed at runtime. Brandenburg and Gül also report on a solid evaluation of the overhead introduced by C=D scheduling demonstrating its practical effectiveness. An overhead-aware analysis for semi-partitioned scheduling algorithms has been also proposed by Souto et al. [38]. Maia et al. [39] considered the problem of applying semi-partitioned scheduling to fork-join tasks on a multicore platform. George et al. [40] considered a different approach of semi-partitioned scheduling, where different jobs of the same task can be released on different processors, but each job executes on a single processor only. Very recently, Hobbs et al. [41] presented approaches for semi-partitioned
scheduling in the context of soft real-time systems, aimed at guaranteeing a bounded tardiness.

The problem of taking online scheduling decisions for real-time workload has been investigated in many works. In particular, the difficulty of the problem has been discussed in the seminal work of Dertouzos and Mok [42] and by Fisher et al. [43]. Lee and Shin [23] and Nelis et al. [22] proposed techniques for analyzing the effect of system transients under global scheduling. Block and Anderson [44] and Block et al. [45] addressed dynamic workload in the context of task reweighting under partitioned and P-Fair scheduling, respectively.

To the best of our knowledge, this work proposes the first method to perform online admission control under semi-partitioned scheduling and hard deadline constraints.

7 Conclusions and Future Work

This paper proposed methods to enable C=D semi-partitioned scheduling for dynamic workloads consisting of reservation servers. Reservation servers can arbitrarily join and leave the system, but each of them is subject to an admission test before being admitted into the system.

The presented approach allows performing C=D splitting in linear-time, thus drastically reducing the computational complexity with respect to prior (but exact) methods [13] characterized by very high computational complexity.

The approximate C=D splitting method has been then leveraged to design a load balancing algorithm, which allows dynamically allocating and splitting incoming reservations at runtime. A method for extending state-of-art results on scheduling transients to semi-partitioned scheduling has also been discussed.

The contributions have been evaluated with large-scale experimental studies. In particular, the linear-time approximation proposed to split reservations has been shown to originate a very limited (below the 3%) utilization loss with respect to the exact technique proposed by Burns et al. [13]. The adoption of task splitting and load balancing algorithms to manage dynamic workloads showed a notable schedulability performance, with improvements over global and partitioned EDF up to 40% and 30%, respectively. In most of the tested cases, the proposed method allows keeping the average system load above 87%, also in the presence of reservations with very high utilizations, which would result difficult to allocate using standard partitioned scheduling.

These results suggest the usage of semi-partitioned C=D scheduling also to handle dynamic workloads.

Interesting research lines for future research include the extension of the proposed approaches to parallel real-time tasks and elastic reservations [20]. Furthermore, developing new protocols (and extending the existing ones) for supporting lock-protected shared resources under C=D semi-partitioned scheduling is also a relevant direction for future work. In particular, the extension of protocols based on bandwidth inheritance among dependent reservations seems to be particularly promising. Another important direction for future extensions is the consideration of heterogeneous processors, where the splitting algorithm is required to account for multiple execution profiles related to different types of processors. Furthermore, additional load-balancing strategies may further improve schedulability.
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APPENDIX A

C=D COMPUTATION FOR THE CASE OF A SINGLE RESERVATION

Given a processor $P_k$ to which only a reservation $r_i$ is allocated, the largest zero-laxity budget $C_i$ for a tail reservation $r_t$ to be allocated to $P_k$ can be computed in an exact manner by solving a closed-form equation. This equation can be derived by considering two cases, depending on the minimum inter-arrival times of the two reservations. In both the cases, the conditions under which the two reservations are schedulable are discussed.

If $T_i \geq T_t$, a tail reservation $r_t$ with $C_t = D_i$ can interfere with $r_i$ at most once. Therefore, $r_i$ is schedulable as long as

$$C_i \leq D_i - C_t.$$  

The reservation $r_t$ can be interfered by $r_i$ only when $r_t$ is released after (or at) time $D_i - D_t$ relative to the release of $r_i$. To allow $r_t$ having always zero laxity (and hence be never preempted by $r_i$), $r_i$ must complete before time $D_i - D_t$, i.e., $R_i \leq D_i - D_t = D_i - C_t$. Since, $T_i \geq T_t$ at most one instance of $r_t$ can interfere with $r_i$ and, since by assumption $r_t$ is released after or at $D_i - D_t$, it follows that $r_i$ is not preempted by $r_t$, i.e., $R_i = C_i \leq D_i - C_t$, and hence $C_i \leq D_i - C_t$.

Now, let us analyze the case $T_i < T_t$. There can be two cases: (i) the last instance of $r_t$ (relative to the beginning of an instance of $r_i$) released before the absolute deadline of $r_i$ produces interference to $r_i$, or (ii) otherwise. For each of them, the schedulability of both $r_i$ and $r_t$ must be ensured.

**Scheduleability of $r_i$ in case (i).** In this case, there are at most $N^u = \lceil D_i / T_t \rceil$ instances of $r_t$ that may interfere with $r_i$. They do not cause deadline misses to $r_i$ if both all of them and $r_i$ itself complete before $D_i$, i.e., $N^u C_i + C_i \leq D_i$. Solving with respect to $C_t$, we obtain the constraint

$$C_i \leq (D_i - C_t)/N^u.$$  

(11)

**Scheduleability of $r_t$ in case (ii).** In this case, there can be at most $N^l = \lfloor D_i / T_t \rfloor$ instances of $r_t$ that can interfere with $r_i$. Hence, $r_i$ is schedulable if $N^l C_t + C_i \leq D_i$, which gives

$$C_i \leq (D_i - C_t)/N^l.$$  

(12)

**Scheduleability of $r_i$ in case (i).** $r_i$ is never interfered by $r_t$ if $r_t$ and all but the last one of the $r_i$’s instances that interfere with $r_t$ complete before $D_i - D_t$, i.e., $(N^u - 1)C_i + C_i \leq D_i - D_t$, which gives

$$C_i \leq (D_i - C_t)/N^u.$$  

(13)

**Scheduleability of $r_t$ in case (ii).** $r_t$ never suffers interference from $r_i$ if, whenever the last instance of $r_t$ (released before $D_t$) is released, $r_t$ already completed its execution. The maximum response time of $r_t$ occurs when the number of preempting instances of $r_t$ is maximized, which requires $r_t$ and $r_i$ to be simultaneously released. Under this scenario, the last instance of $r_t$ is released no earlier than time $N^l T_t$ relative to the beginning of an instance of $r_i$. By this time, the system must have executed for $C_i$ time units (the budget of $r_t$) plus $N^l C_t$ time units, i.e., the total units of budget of the instances of $r_i$. Hence, it holds $N^l C_t + C_i \leq N^l T_t$, which gives

$$C_i \leq (N^l T_t - C_t)/N^l.$$  

(14)

Finally, by considering the logical OR between cases (i) and (ii) we obtain:

$$C_i = \max \left( \frac{D_i - C_t}{N^u}, \frac{N^l T_t - C_i}{N^l} \right).$$  

(15)