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Every real-time systems designer should be familiar with a set of classical scheduling theory results from the literature on complexity theory and operations research. These results rarely provide direct solutions, but they do provide insight in choosing a good system design and scheduling algorithm and avoiding poor or erroneous choices.

The scheduling theory literature is so vast that we can't pretend to be comprehensive, but this article does present a minimum set of results and their implications. The set includes Jackson's rule, Smith's rule, McNaughton's theorem, Liu and Layland's rate-monotonic rule, Mok's theorems, and Richard's anomalies. Besides learning about these results, readers should be able to answer, at least, the following questions:

- What do we really know about earliest deadline scheduling?
- What is known about uniprocessor real-time scheduling problems?
- What is known about multiprocessing real-time scheduling problems?
- What anomalous behavior can occur, and can it be avoided?
- Where is the boundary between polynomial and NP-hard scheduling problems?
- What task-set characteristics cause NP-hardness?
- What type of bounds analysis is useful for real-time systems?
- What is the impact of overloads on the scheduling results?
- How does the metric used in the theory impact the result's usefulness in a real-time system?
- What different results exist for static and dynamic scheduling?

The scheduling problem has so many dimensions that it has no accepted taxonomy. We divide scheduling theory between uniprocessor and multiprocessor results. In the uniprocessor section, we begin with independent tasks and then consider shared resources and overload. In the multiprocessor section, we divide the work between static and dynamic algorithms.

PRELIMINARIES
First, we need to clarify a few basic concepts. These include the differences between static, dynamic, off-line, and on-line scheduling; an
overview of various metrics and their implications; and definitions for NP-complete and NP-hard, terms used throughout the article.

**Static versus dynamic scheduling**

Most classical scheduling theory deals with static scheduling. In static scheduling, the scheduling algorithm has complete knowledge of the task set and its constraints, such as deadlines, computation times, precedence constraints, and future release times. This set of assumptions is realistic for many real-time systems. For example, a simple laboratory experiment or a simple process-control application might have a fixed set of sensors and actuators and a well-defined environment and processing requirements; the static scheduling algorithm operates on this set of tasks and produces a single schedule that is fixed for all time. If all future release times are known when the algorithm is developing the schedule, then it is still a static algorithm.

A dynamic scheduling algorithm (in the context of this article) has complete knowledge of currently active tasks, but new task activations, not known to the algorithm when it is scheduling the current set, may arrive. Therefore, the schedule changes over time. For example, teams of robots cleaning up a chemical spill or military command and control applications require dynamic scheduling, but as we will see, there are few known results for real-time dynamic scheduling algorithms.

Off-line scheduling is often equated to static scheduling, but this is wrong. In building a real-time system, off-line scheduling analysis should always be done, regardless of whether the final runtime algorithm is static or dynamic. In many real-time systems, designers can identify the maximum set of tasks with their worst-case assumptions and apply a static scheduling algorithm to produce a static schedule. This schedule is then fixed and used on line with well-understood properties such as, given that all assumptions remain true, all tasks will meet their deadlines. In other cases, the off-line analysis might produce a static set of priorities to use at runtime. The schedule itself is not fixed, but the priorities that drive it are fixed. (This is common in the rate-monotonic approach discussed later.)

If the real-time system is operating in a more dynamic environment, meeting the assumptions of static scheduling (everything is known a priori) is not feasible. In this case, designers choose an algorithm and analyze it off-line for the expected dynamic environmental conditions. Usually, they can make less precise statements about the overall performance. On line, this same dynamic algorithm executes.

Generally, a scheduling algorithm (possibly with some modification) can be applied to static or dynamic scheduling and used off or on line. The important difference is what is known about the algorithm’s performance in each case. For example, consider earliest-deadline-first (EDF) scheduling. When applied to static scheduling, EDF is optimal in many situations (enumerated below), but when applied to dynamic scheduling on multiprocessors, it is not optimal.

**Metrics**

Classical scheduling theory typically uses metrics such as minimizing the sum of completion times, minimizing the weighted sum of completion times, minimizing schedule length, minimizing the number of processors required, or minimizing the maximum lateness. In most cases, deadlines are not even considered. When deadlines are considered, they are usually added as constraints—for example, creating a minimum schedule length subject to the constraint that all tasks must meet their deadlines. If one or more tasks miss their deadlines, there is no feasible solution.

Which of these classical metrics (where deadlines are not included as constraints) are of most interest to real-time systems designers? The sum of completion times is generally not of interest because there is no direct assessment of timing properties (deadlines or periods). However, the weighted sum is very important when tasks have different values that they impart to the system upon completion. Value is often overlooked in real-time systems, many of which simply focus on deadlines rather than a combination of value and deadlines. Minimizing schedule length has secondary importance in minimizing required system resources, but it does not directly address the fact that individual tasks have deadlines. The same is true for minimizing the number of processors required. Minimizing the maximum lateness metric can be useful at design time when resources can be added until the maximum lateness is less than or equal to zero. In that case, no task misses its deadline. On the other hand, minimizing the maximum lateness doesn’t necessarily prevent one, many, or even all tasks from missing their deadlines (see Figure 1). Instead of using the above metrics, much real-time computing work looks for optimal algorithms defined as follows: An optimal scheduling algorithm is one that may fail to meet a deadline only if no other scheduling algorithm can meet it. This article mentions all the above metrics.
that might be first extensions sophisticated a more needed is the release times.

Programming model, one of the first extensions that might be needed is the introduction of release times. We say that since all tasks are known and ready to execute at time zero, preemption would not improve the situation.

If our real-time system requires a more sophisticated programming model, one of the first extensions that might be needed is the introduction of release times.

A very simple solution to this problem, the earliest-due-date (EDD) algorithm, is

**Theorem 1 (Jackson’s Rule)**. Any sequence is optimal that puts the jobs in order of nondecreasing due dates.

The proof of the theorem can be given by a simple interchange argument (presenting that argument is beyond the scope of this article). At first, this result may not seem too useful in real-time systems design, which often requires that no task miss its deadline. But this is a static scheduling algorithm, and if the maximum lateness is greater than zero, the designer knows he must increase system computing power to meet the requirement of missing no deadlines. EDD is also optimal in many other situations. Not

**Computer**
Another important area, real-time scheduling of periodic tasks, often uses the rate-monotonic algorithm. This algorithm assigns each task a static priority inversely proportional to its period; that is, tasks with the shortest periods get the highest priorities. For a fixed set of independent periodic tasks with deadlines the same as the periods, we know:

**Theorem 3 (Liu and Layland⁴).** A set of \( n \) independent, periodic jobs can be scheduled by the rate monotonic policy if \( \sum p_i / T \leq n(2^{-m} - 1) \), where \( T \) and \( p_i \) are the period and worst-case execution time, respectively.

For large \( n \) we obtain a 69 percent utilization bound, meaning that as long as CPU utilization is less than 69 percent, all tasks will make their deadlines. This is often referred to as the schedulability test. If periodic task deadlines can be less than the period, the above rule is no longer optimal. Rather, we must use a deadline-monotonic policy where the periodic process with the shortest deadline is assigned the highest priority. This scheme is optimal in the sense that if any static priority scheme can schedule this set of periodic processes, then the deadline-monotonic algorithm can. Note that deadline monotonic is not the same as pure EDF scheduling because tasks may have different periods and the assigned priorities are fixed. The rate-monotonic algorithm has been extended in many ways, the most important deals with shared resources (see the next section), and schedulability tests have been formulated for the deadline-monotonic algorithm.⁸

The rate-monotonic scheduling algorithm has been chosen for the Space Station Freedom Project and the FAA Advanced Automation System (AAS). It also influenced the specification of the IEEE Futurebus+. The DoD's 1991 Software Technology Strategy says that rate-monotonic scheduling has a "major payoff," and "system designers can use this theory to predict whether task deadlines will be met long before the costly implementation phase of a project begins." In 1992, the Acting Deputy Administrator of NASA stated, "Through the development of Rate Monotonic Scheduling, we now have a system that will allow [Space Station] Freedom's computers to budget their time, to choose between a variety of tasks, and decide not only which one to do first but how much time to spend in the process." Rate monotonic is also useful for simple applications, such as real-time control of a simple experiment with 20 sensors whose data must be processed periodically or of a chemical plant with many periodic tasks and few alarms. These alarms can be treated as periodic tasks whose minimum interarrival time is equal to its period; then static scheduling, using the rate-monotonic algorithm, can be applied.

**Shared resources**

Multitasking applications commonly share resources. In general-purpose systems, resource sharing can be accomplished by, for example, mutual exclusion primitives, but in real-time systems, a straightforward application of this solution does not hold. Defining a runtime scheduler as totally on line if it has no knowledge about the future arrival times of the tasks, the following has been proven:

**Theorem 4 (Mok⁴).** When there are mutual exclusion constraints, it is impossible to find a totally on-line optimal runtime scheduler.

The proof is simply given by an adversary argument, and Mok also showed a much more negative result:

**Theorem 5 (Mok⁴).** The problem of deciding whether it is possible to schedule a set of periodic processes that use semaphores only to enforce mutual exclusion is NP-hard.

A transformation of the three-partition problem to this scheduling problem proves the theorem.

In Mok's opinion, "the reason for the NP-hardness of the above scheduling problem lies in the possibility that there are mutually exclusive scheduling blocks which have different computation times." This point of view is confirmed by ease of minimizing the maximum lateness of \( n \) independent unit-time jobs with arbitrary release times:⁹

\[ 1 \mid npmt, r, p_i = 1 \mid L_{max} \]

Moreover, the problem is still easy if we add precedence constraints and minimize the maximum completion time (makespan):

\[ 1 \mid npmt, prec, r, p_i = 1 \mid C_{max} \]

The solution uses forbidden regions, intervals of time during which no task can start if the schedule is to be feasible. The idea is that because of the nonpreemption, scheduling a task at a certain point in time could force some other later task to miss its deadline.

At this point, several choices are possible. One, followed by Mok, is to enforce the use of mutually exclusive scheduling blocks having the same computation time. Another, followed by Sha et al.¹⁰ and Baker,¹¹ is to efficiently find a suboptimal solution with a clever allocation policy, guaranteeing at the same time a minimum level of performance.

The idea in Mok's solution, called kernelized monitor, is to assign the processor in time quanta of length \( q \) such that

\[ q \geq \max(\{l(C_i)\}) \]

where \( l(C_i) \) is the length of the \( i \)th critical section. In other words, system granularity is increased. Furthermore, ready times and deadlines can be previously modified according to some partial order on tasks. Adjusting the EDF scheduler with the forbidden-region technique, the following theorem can be proven:

**Theorem 6 (Mok⁴).** If a feasible schedule exists for an instance of the process model with precedence constraints and critical sections, then the kernelized monitor scheduler can be used to produce a feasible schedule.
Sha et al.\textsuperscript{10} introduced the priority ceiling protocol (PCP), an allocation policy for shared resources that works with a rate monotonic scheduler. Chen and Lin\textsuperscript{12} extended PCP to an EDF scheduler.

The main goal of PCP and similar protocols is to bound the (usually uncontrolled) priority inversion, a situation in which lower priority jobs block a higher priority job for an indefinite period (recall that a block can occur if a job tries to enter a critical section already locked by another job). A priority inversion bound lets us evaluate the worst-case blocking times and account for them in the schedulability guaranteeing formulas—in other words, evaluate the worst-case performance loss.

PCP seeks to prevent multiple priority inversions by early blocking of tasks that could cause them and to minimize a priority inversion's length by allowing a temporary rise in the blocking task's priority. This is done by (1) defining a critical section's ceiling as the priority of the highest priority task that currently locks or could lock the section and (2) locking a critical section only if the requesting task's priority is higher than the ceiling of all currently locked sections. In case of blocking, the task holding the lock inherits the requesting task's priority until it leaves the critical section.

Sha et al.\textsuperscript{10} also showed that PCP has the following properties:

- A job can be blocked at most once before it enters its first critical section.
- PCP prevents the occurrence of deadlocks.

Of course, the first property is used to evaluate the jobs' worst-case blocking times.

Baker\textsuperscript{11} describes a similar protocol, the stack resource policy. SRP handles a more general situation that allows multiunit resources, both static and dynamic priority schemes, and sharing of runtime stacks. The protocol relies on two conditions:

- To prevent deadlocks, a job should not be permitted to start until the resources currently available are sufficient to meet its maximum requirements.
- To prevent multiple priority inversions, a job should not be permitted to start until the resources currently available are sufficient to meet the maximum requirement of any single job that might preempt it.

The idea is to block a job early if there is any chance of either deadlock or priority inversion. This earlier blocking saves unnecessary context switches and permits simple, efficient implementation by means of a stack.

In summary, dealing with shared resources is of utmost importance in a real-time system. The classical methods described are good for handling uniprocessor resources, but many researchers feel these techniques do not work well in multiprocessors or distributed systems. These systems typically use on-line planning algorithms\textsuperscript{13–15} or static schedules developed with off-line heuristics. Both approaches avoid blocking over shared resources by scheduling competing tasks at different points in time.

### Overload and Value

EDF and LLF are optimal with respect to different metrics, but Locke's\textsuperscript{8} experiments show that these algorithms perform very poorly in overload conditions. That's because they give the highest priority to processes that are close to missing their deadlines.

A typical phenomenon that may happen with EDF when the system is overloaded is the “domino effect,” since the first task that misses its deadline may cause all subsequent tasks to miss their deadlines. In such a situation, EDF does not provide any type of guarantee on which tasks will meet their timing constraints. This is a very undesirable behavior in practical systems, since in real-world applications intermittent overloads may occur due to exceptional situations, such as modifications in the environment, arrival of a burst of tasks, or cascades of system failures. As a real world example, this situation could cause a flexible manufacturing application to produce no completed products by their deadlines.

To gain control over tardy tasks in overload conditions, we usually associate a value with each task that reflects its importance within the set. Sets of tasks with values can be scheduled by Smith's rule.

**Theorem 7 (Smith's Rule).** Finding an optimal schedule for

\[
1 \mid \sum w_i c_i
\]

is given by any sequence that puts jobs in order of non-decreasing ratios \( p_i = p_i / w_i \).

Smith's rule resembles the common shortest-processing-time-first rule and is equivalent to SPT when all tasks have equal weights. However, it is not sufficient to solve the problem of scheduling with general precedence constraints. The problems

\[
1 \mid \text{prec} \mid \sum w_i c_i
\]

\[
1 \mid d_i \mid \sum w_i c_i
\]

turn out to be NP complete,\textsuperscript{2} and the same is true even for the simpler ones

\[
1 \mid \text{prec} \mid \sum c_i
\]

\[
1 \mid \text{prec}, p_i = 1 \mid \sum w_i c_i
\]

Interesting solutions have been found for particular precedence relations; in fact, optimal polynomial algorithms have been found for

\[
1 \mid \text{chain} \mid \sum c_i
\]

\[
1 \mid \text{series-parallel} \mid \sum c_i
\]

\[
1 \mid d_i \mid \sum c_i
\]
Unfortunately, in real-time systems the precedence constraints imposed on tasks are often more general. A heuristic proposed in the Spring project combined deadline- and cost-driven algorithms with rules to dynamically revise values and deadlines in accordance with precedence relations. A number of heuristic EDF algorithms have also been proposed to deal with EDF overloads, thus improving the performance of EDF.

Baruah et al. have shown that there's an upper bound on the performance of any on-line (preemptive) algorithm working in overload conditions. They measured an on-line algorithm's "goodness" with respect to a clairvoyant scheduler (one that knows the future) by means of the competitive factor, which is the ratio of the cumulative value achieved by the on-line algorithm to the cumulative value achieved by the clairvoyant scheduler. The value associated with each task is equal to the task's execution time if the task request is successfully scheduled to completion; a value of zero is given to tasks that do not terminate within their deadline. Using this metric, they proved the following:

**Theorem 8 (Baruah et al.)**. There does not exist an on-line scheduling algorithm with a competitive factor greater than 0.25.

That is, no on-line scheduling algorithm can guarantee a cumulative value greater than one fourth the value obtainable by a clairvoyant scheduler. These bounds are true for any load but can be refined for a given load. For example, if the load is less than 1, the bound is 1; as the load just surpasses 1, the bound immediately drops to 0.385. For loads greater than 1 up to 2, the bound gradually drops from 0.385 to 0.25, and for all loads greater than 2, the bound is 0.25.

However, the above bound is achieved under very restrictive assumptions: all tasks in the set have zero laxity, the overload has an arbitrary (but finite) duration, task execution time is arbitrarily small, and task value is equal to computation time. Since tasks are much less restrictive in most real-world applications, the one-fourth bound has only theoretical validity. More work is needed to derive other bounds based on more knowledge of the task set.

**Summary of uniprocessor results**

Many basic algorithms and theoretical results have been developed for uniprocessor scheduling. A number are based on earliest deadline or rate-monotonic scheduling and have been extended to handle precedence and resource sharing. Thus, real-time system designers have a wealth of information concerning uniprocessor scheduling, but they need more results on overload and fault-tolerant scheduling (although fault tolerance usually requires multiple processors as well). We also need—on a few issues—a more integrated, comprehensive scheduling approach that addresses periodic and aperiodic tasks, preemptive and nonpreemptive tasks in the same system, tasks with values, and combined CPU and I/O scheduling. For example, the A-7E aircraft's operational flight program, which has 75 periodic and 172 aperiodic processes with significant synchronization requirements, could use rate-monotonic extensions that integrate periodic and aperiodic tasks.

**Multiprocessor real-time scheduling**

More and more real-time systems are relying on multiprocessors. Unfortunately, we know less about real-time scheduling for multiprocessor-based systems than for uniprocessors. This is partly because complexity results show that most real-time multiprocessor scheduling is NP-hard. Also, because of our minimal experience with such systems, the number of existing heuristics is relatively low. Despite the negative implications of complexity analysis, designers need to understand certain results:

- Understanding the boundary between polynomial and NP-hard problems can provide insights into developing useful heuristics that can be used as a design tool or as an on-line scheduling algorithm.
- Understanding the algorithms that achieve some of the polynomial results can again provide a basis for such heuristics.
- Understanding the fundamental limitations of on-line algorithms will help designers create robust systems and avoid misconceptions and serious scheduling anomalies.

**Deterministic (static) scheduling**

In this section, we present multiprocessor scheduling results for deterministic (static) scheduling with and without preemption.

**Nonpreemptive multiprocessing results.** For our multiprocessor model, assume a set of P processors, T tasks, and R resources. The processors are identical. Each task is nonpreemptive and has a worst-case execution time of t. Tasks may be related by a partial order indicating, for example, that task T(i) must complete before task T(j).

Note that in most scheduling theory results, tasks are considered to have constant execution times. In most computer applications, however, execution time is not constant—a fact that raises one of the interesting multiprocessor anomalies of real-time scheduling (see the section on anomalies). For each resource R(k), there is a number that indicates its capacity. Tasks can then require a portion of that resource. This directly models a resource like main memory. It can also model a mutually exclusive resource by requiring the task to access 100 percent of the resource.

Complexity results where tasks are non-preemptive and have a partial order among themselves, resource constraints (even a single resource constraint), and a single deadline show that most of the problems are NP-complete. To delineate the boundary between polynomial and NP-hard problems and to present basic results that every real-time designer should know, we list the following theorems without proof and compare them in Table 1. The metric used in the theorems is the amount of computation time required for determining a schedule that satisfies the partial order and resource constraints and completes all required processing before a given fixed deadline.

---

**Unfortunately, we know less about real-time scheduling for multiprocessor-based systems than for uniprocessors.**
Table 1. Summary of basic multiprocessor scheduling theorems.

<table>
<thead>
<tr>
<th>Theorem number</th>
<th>Processors</th>
<th>Resources</th>
<th>Ordering</th>
<th>Computation time</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>2</td>
<td>0</td>
<td>Arbitrary</td>
<td>Unit</td>
<td>Polynomial</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0</td>
<td>Independent</td>
<td>Arbitrary</td>
<td>NP-complete</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>0</td>
<td>Arbitrary</td>
<td>1 or 2 units</td>
<td>NP-complete</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1</td>
<td>Forest</td>
<td>Unit</td>
<td>NP-complete</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>1</td>
<td>Independent</td>
<td>Unit</td>
<td>NP-complete</td>
</tr>
<tr>
<td>14</td>
<td>N</td>
<td>0</td>
<td>Forest</td>
<td>Unit</td>
<td>Polynomial</td>
</tr>
<tr>
<td>15</td>
<td>N</td>
<td>0</td>
<td>Arbitrary</td>
<td>Unit</td>
<td>NP-complete</td>
</tr>
</tbody>
</table>

**Theorem 9 (Coffman and Graham)***. The multiprocessor scheduling problem with two processors, no resources, arbitrary partial order relations, and every task having a unit computation time is polynomial.

**Theorem 10 (Garey and Johnson)***. The multiprocessor scheduling problem with two processors, no resources, independent tasks, and arbitrary computation times is NP-complete.

**Theorem 11 (Garey and Johnson)***. The multiprocessor scheduling problem with two processors, no resources, arbitrary partial order, and task computation times of either 1 or 2 units of time is NP-complete.

**Theorem 12 (Garey and Johnson)***. The multiprocessor scheduling problem with two processors, one resource, a forest partial order, and each computation time of every task equal to 1 is NP-complete.

**Theorem 13 (Garey and Johnson)***. The multiprocessor scheduling problem with three or more processors, one resource, all independent tasks, and each task computation time equal to 1 is NP-complete.

**Theorem 14 (Hu)***. The multiprocessor scheduling problem with n processors, no resources, a forest partial order, and each task having a unit computation time is polynomial.

**Theorem 15 (Ullman)***. The multiprocessor scheduling problem with n processors, no resources, arbitrary partial order, and each task having a unit computation time is NP-complete.

From these theorems we can see that for nonpreemptive multiprocessor scheduling almost all problems are NP-complete, implying that heuristics must be used for such problems. Basically, we see that nonuniform task computation time and resource requirements cause NP-completeness immediately. These results imply that designs using only local resources (such as object-based systems and functional language-based systems) and unit-time slot scheduling have significant advantages as far as scheduling complexity is concerned. Of course, few if any real-time systems have unit tasks, and any attempt to carve a process into unit times creates difficult maintenance problems and can waste processing cycles when tasks consume less than the allocated unit of time. Also, the above results assume a single deadline for all tasks. If each task has a deadline, the problem is exacerbated.

**Preemptive Multiprocessing Real-Time Scheduling**. Generally, the scheduling problem is easier if tasks are preemptable, but in certain situations, there is no advantage to preemption. The following classical results pertain to multiprocessing scheduling where tasks are preemptable; that is,

\[ P | pmtn | \sum w_i C_i \]

**Theorem 16 (McNaughton)***. For any instance of the multiprocessing scheduling problem with P identical machines, preemption allowed, and minimizing the weighted sum of completion times, there exists a schedule with no preemption for which the value of the sum of computation times is as small as for any schedule with a finite number of preemptions.

Here we see that, for a given metric, there may be no advantage to preemption. However, to find such a schedule with or without preemption is NP-hard. Note that if the metric is the sum of completion times, the shortest-processing-time-first greedy approach solves the problem and is not NP. Here again, preemption offers no advantage. This result can have an important implication when creating a static schedule. We certainly prefer to minimize preemption for practical reasons at runtime, so knowing there is no advantage to preemption, a designer would not create a static schedule with any preemptions.

**Theorem 17 (Lawler)***. The multiprocessing problem of scheduling P processors with task preemption allowed and with minimization of the number of late tasks is NP-hard.

This theorem indicates that one of the most common forms of real-time multiprocessing scheduling— that is,

\[ P | pmtn | \sum U_i \]

where \( U_i \) are the late tasks— requires heuristics.
Dynamic multiprocessor scheduling

There are so few real-time classical scheduling results for dynamic multiprocessing scheduling that we treat preemptive and nonpreemptive cases together.

In a uniprocessor, dynamic earliest-deadline scheduling is optimal under certain conditions. Is this algorithm optimal in a multiprocessor? The answer is no.

**Theorem 18 (Mok)**. Earliest-deadline scheduling is not optimal in the multiprocessor case.

To illustrate why this is true, consider the following example. We have three tasks to execute on two processors. The task characteristics, given by task number (computation time, deadline), are $T_1(1,1)$, $T_2(1,2)$, and $T_3(3.5)$. Scheduling by earliest deadline would execute $T_1$ on P1 and $T_2$ on P2, and $T_3$ would miss its deadline. However, if we schedule $T_1$ first, on P1, and then $T_2$ and $T_3$, all tasks make their deadlines. An optimal algorithm does exist for the static version of this problem (all tasks exist at the same time) if one considers both deadlines and computation time, but this algorithm is too complicated to present here.

Now, if dynamic earliest-deadline scheduling for multiprocessors is not optimal, the next question is whether any dynamic algorithm is optimal in general. Again, the answer is no.

**Theorem 19 (Mok)**. For two or more processors, no deadline scheduling algorithm can be optimal without complete a priori knowledge of deadlines, computation times, and task start times.

This implies that any of the classical scheduling theory algorithms that require start-time knowledge cannot be optimal if used online. This also points out that we cannot hope to develop an optimal, general on-line algorithm. But optimal algorithms may exist for a given set of conditions.

One important example of this situation is assuming that all worst-case situations exist simultaneously. If this scenario is schedulable, then it will also be schedulable at runtime—even if the arrival times are different—because later arrivals can’t make conditions any worse. When such a worst-case approach is not possible for a given system, usually because sufficient conditions cannot be developed or because ensuring these conditions is too costly, more probabilistic approaches are needed.

A number of good heuristics exist for dynamic multiprocessor scheduling, and we are beginning to see stochastic analysis of these conditions.

A number of good heuristics exist for dynamic multiprocessor scheduling, and we are beginning to see stochastic analysis of these conditions.
processor) or relaxing constraints (less precedence among tasks or fewer execution time requirements) can make things worse. But that's the insidious nature of timing constraints and multiprocessing scheduling. An example can best illustrate why this is true. Consider an optimal schedule where we now reduce the time required for the first task \( T_1 \) on the first processor. This means that the second task \( T_2 \) on that processor can begin earlier. However, doing this may now cause some task on another processor to block over a shared resource and miss its deadline. If \( T_2 \) had not executed earlier, then no blocking would have occurred, and all tasks would have made their deadlines because it was originally an optimal schedule. (See Figure 2.)

Note that for most on-line scheduling algorithms, we must deal with the problem of tasks completing before their worst-case times. A simple solution that avoids the anomaly is to have tasks that complete early simply idle, but this can be very inefficient. Algorithms such as Shen's\(^4\) strive to reclaim this idle time, while carefully addressing the anomalies so that they will not occur.

**Summary of multiprocessor results**

Most multiprocessor scheduling problems are NP, but for deterministic scheduling this is not a major problem. We can use a polynomial algorithm and develop an optimal schedule if the specific problem is not NP-complete, or we can use off-line heuristic search techniques based on classical theory implications. These off-line techniques usually need to find only feasible schedules, not optimal ones. Many heuristics perform well in the average case and only deteriorate to exponential complexity in the worst (rare) case. Good design tools would allow users to provide feedback and redesign the task set to avoid the rare case. So the static, multiprocessor, scheduling problem is largely solved in the sense that we know how to proceed. However, good tools with implemented heuristics are still necessary, and many extensions that treat more sophisticated tasks and system characteristics are still possible. On-line multiprocessor scheduling must rely on heuristics and would be substantially helped by special scheduling chips. Any such heuristics must avoid Richard's anomalies.\(^5\)

Better results for operation in overloads, better bounds that account for typical a priori knowledge found in real-time systems, and algorithms that can guarantee various performance levels are required. Dynamic multiprocessing scheduling is in its infancy.

As we've shown, classical scheduling theory provides a basic set of results for real-time system designers. Many results are known for uniprocessors, but for multiprocessors, we need new results that deal more directly with relevant metrics and realistic task characteristics. Of course, real-time system designers must still take the basic, available facts and apply them to their problems, which in many cases is a difficult engineering problem.
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