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Abstract

A remarkable class of soft-real time applications ex-
hibits a very dynamical behaviour due to the variations
wn the treated data. Moreover, such programs have to
be able to run on hundreds of different platforms. As
a consequence classical real-time scheduling algorithms
are not flexible enough since they are based on the exact
knowledge of the tasks’ timing parameters. Some of the
approaches proposed so far in the literature guarantee
temporal isolation, but they make a static assignment
of resources to each task, which, once again, is based
on an a priori knowledge. In this paper we propose
a closed loop method for on-line adapting the fraction
of assigned resource to the task requirements. The ap-
proach is based on adaptive control techniques and has
resulted to be effective in a significant set of real-life
experiments.

1. Introduction

Real-time techniques, originally aimed at embed-
ded control, are being extended to address a new kind
of applications. In particular, multimedia is becom-
ing an appealing field. This evolution introduces new
classes of problems. First, this kind of programs typi-
cally run on hundreds of different machines. Secondly,
they have to coexist together with many other pro-
grams which can cause sharp variations in the system’s
workload. Finally, the execution time of each task ac-
tivation (from now on, job) strongly depends on the
particular data being processed and not only on the
program.

Classical real-time approaches [15, 6, 5] are essen-
tially based on the exact knowledge of tasks’ tim-
ing parameters (execution time and interarrival time),
thus they are not adequate to multimedia applications.
More recent systems tend to implement some form
of temporal protection aimed at limiting the damages
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caused by misbehaved tasks. Such techniques are based
on resource reservations [18] or some form of propor-
tional share scheduling [22, 10].

According to the Resource Reservation (RR) ap-
proach, a system is able to enforce that each task 7;
will use at most an amount C; of a resource in each
time interval T;: in this way a task will never compro-
mise the other tasks’ schedulability by requiring more
than the reserved amount of a given resource.

Proportional Share (PS) scheduling permits to fairly
share a resource between a set of tasks based on some
weighting factors associated to each of them: each task

7; receives a fraction <=*— of the total amount of the
- Wj

resource, where w; is the task weight.

PS and RR are two different ways to address the
same problem of temporal protection, as shown in [3].
These approaches permit to isolate each task’s tempo-
ral behaviour, by describing it through a weight w;,
and a couple (C;, T;), respectively. However, at least
an approximate estimate of every single task’s demand
on the available resources is needed in order to provide
the required Quality of Service (QoS). Using RR or PS,
the a priori knowledge is used to assign the scheduling
parameters ((C;, T;) or w;) [19, 21]. In a dynamic sys-
tem, where no a priori knowledge is available, these
parameters have to be adapted at run-time in order
to keep the QoS stable. This problem can be solved
using a feedback mechanism to dynamically adapt the
reserved resources to the task requirements.

A dynamic QoS adaptation is tested in [17, 8], while
feedback control schemes are widely used in multimedia
applications to scale resource utilization (for example,
see [14]). In [7] a mechanism for changing the tasks’
utilization factor is presented. All these works present
some form of dynamic QoS adaptation, but the utiliza-
tion is scaled only by changing the tasks’ rates/periods.

In [11] the authors describe a scheduler providing
resource reservations and a method to dynamically ad-
just the reserved time. However, it is not clear how
the system behaves in overload situations (when all the
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reservations require to be increased). This problem is
common to other approaches concerning rate adapta-
tion, such as [23].

Most of the methods cited so far propose a simple
proportional feedback mechanism, showing experimen-
tal evidence of its effectiveness; the papers do not pro-
vide any theoretical consideration on the correctness of
the adaptation mechanism.

In [14] the authors present a general framework to
control the application requests for system resources
using the amount of allocated resources as a feedback.
In particular, they show that a Proportional Integra-
tive Derivative (PID) controller (well known in control
theory and practice) can be used to bound tasks’ re-
source usage in a stable and fair way. Recently, in
[20], a feedback control mechanism based on a PID
controller has been considered for observing and ad-
justing the system workload to reduce the number of
deadline misses when tasks’ execution times are not
precisely known. In these two works the control mech-
anism has been analyzed to prove its correctness and
stability, but, in order to apply the classical control
theory, only a simplified (and approximated) system
model has been used. Moreover, in [20], the feedback
mechanism is used to reject jobs in order to keep the
total number of missed deadlines below a desired value,
but the method cannot be used to control the deadline
miss ratio of individual tasks.

In [2], the problem of managing the CPU resource
has been addressed by defining some task models suit-
able for multimedia applications. In particular, two of
them (the CM task model and the ED task model) use
a feedback mechanism and a PI controller for adjust-
ing the reserved fraction of CPU bandwidth. Although
the approach proposed in [2] is promising, several is-
sues are not treated in a formal way. For example, the
controller parameters are experimentally tuned and a
general proof of the system stability is missing.

In this paper, we decided to treat the system as “a
black-box” trying to estimate an approximate model
for tuning the controller’s parameters while the system
is being controlled. This technique has long been inves-
tigated in the control system community and is known
as adaptive control. With this solution, the final user is
not required to provide any controller parameter, since
the controller gets automatically tuned on the system.

In order to study the applicability of adaptive con-
trol to real-time resource management, the framework
presented in our previous work has been extended. An
adaptive and extended form of the PID controller has
proven to be an effective solution.

We remark that the system can surprisingly be con-
trolled even with a little knowledge on its physical

model. Moreover, adaptive control techniques for this
class of problems are relatively easy to design and im-
plement and have produced encouraging results.

The paper is organized as follows: in Section 2 we
describe the system model and introduce the problem,;
in Section 3 we briefly describe the adaptive control
techniques used in the rest of the paper; in Section
4 we present the implementation of the QoS manager
used for our experiments and show the experimental
results, while the conclusions are stated in Section 5.

2. Problem Description

As an example of the problems presented in the pre-
vious section, consider an MPEG player. Since frames
are processed by a periodic activity, a deadline can nat-
urally be associated with each job. However, the qual-
ity of the presentation is not significantly affected if the
data of each frame are made available in a sufficiently
small neighborhood of the deadline. The amplitude of
this neighborhood can be used as a possible metrics for
controlling the QoS associated with the data stream.
Starting from an initial situation where the deviation
from the deadline is large, our goal is to change the
amount of resources assigned to the task, acting on
the scheduler parameters, until the deviation from the
deadline is acceptable (ideally 0).

Any scheduling algorithm endowed with temporal
protection can be used to implement this idea. For
this work, we chose to serve each task by a dedicated
Constant Bandwidth Server (CBS) [1], scheduled by
a global Earliest Deadline First (EDF) scheduler [15].
The CBS provides an intuitive output variable to be
used as a feedback: the CBS Scheduling Error, which
will be defined below.

In the remainder of this section, we will briefly de-
scribe the CBS mechanism. The CBS is a service mech-
anism first presented in [1], where it was used to im-
plement a bandwidth reservation strategy. Readers in-
terested to a complete description of the algorithm and
of its properties are referred to the cited paper; in this
context we recall a few basic concepts which can be
useful for a better understanding of our feedback mech-
anism.

A CBS is described by two parameters Q5 and T,
where Qs is the server mazimum budget, T can be
thought of as a kind of server period, while C% is the
server bandwidth. The service mechanism can be sum-
marized as follows: when a new request arrives at time
r; 5, the server checks whether it can be scheduled using
the last assigned deadline, otherwise the request is as-
signed an initial deadline equal to r; ; + T. If the job
executes for more than s time units, its scheduling
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deadline is postponed by T5. In this way, it is guaran-
teed that each active task can execute for at least @,
time units in every interval T, but can not demand
more than s time units in the same interval. If a
task misbehaves (i.e., it requests more than expected),
its execution is slowed down without compromising the
QoS guaranteed to the other tasks (temporal isolation).
It is worth pointing out that if the worst case execu-
tion time C; and the minimum interarrival time T; of
task 7; are exactly known, using a CBS with parame—
ters Q; = C; and Ty = T} a bandwidth U, = &= = &
is reserved to the task and it is guaranteed that the
scheduling deadline will not be postponed (hard guar-
antee).
We can now introduce the following definition:

Definition 1 Given a task ; serviced by a CBS having
parameters @, and T, if a job J; ; is issued for the task
at time r; ;, the CBS scheduling error €; ; is defined as
follows:

€i,j = df,j —ri5—Ts (1)
where df ; is the last deadline assigned to J; ; (after

possibly }m'u’mg been postponed).

We remark that if the deadline is not postponed the
scheduling error is zero. Also, the scheduling error is
meaningfully defined only after the first deadline as-
signment (i.e., the first job). When ¢; ; > 0, the task
is not assigned a sufficient bandwidth and its reserved
budget ), has to be increased until €; ; becomes zero.

3. Adaptive Control

The CBS scheduling system can be viewed as a a
“plant” to be controlled, represented by a difference
equation. Considering a single task, the scheduling er-
ror as defined in Equation(l) is the output variable;
following a traditional control notation we can denote
such a variable with the y(k) symbol. The input vari-
able is the reserved bandwidth B(k). The control prob-
lem can be stated as follows: find a control law for the
input variable B(k) such that

lim y(k) = 0.

k—o0
The plant is very hard to treat for several reasons. Both
the state and the output evolution follow a nonlinear
law. Moreover, the system is excited by a random sig-
nal (the tasks computation time) which cannot be ex-
ternally controlled. Designing a control law directly
tailored on the nonlinear and stochastic system model
is a hard task. A typical approach, in these cases, is to
find an approximating linear system in the neighbor-
hood of an equilibrium point and design the control law

Param
Estim

4,04. controller Process

Figure 1. Scheme of a self-tuning regulator
(STR)

referring to the linearized system. This approach can-
not be applied “as it is”, since the system under analy-
sis exhibits a very dynamical behaviour and can swiftly
change its working points depending on the character-
istics of the data stream.

One of the solutions proposed in the literature to
cope with the plant’s variations is adaptive control, in
which the controller parameters are updated depending
on the “situation” as it is identified on-line. Readers
interested to a more complete understanding of adap-
tive techniques within linear control schemes is referred
to [12] and [4] and to the citations therein.

The control scheme that we have used in our appli-
cation belongs to the class of self-tuning regulators and
is shown in Figure 1. The scheme is composed of two
control loops. The inner loop includes the plant and an
ordinary linear feedback regulator. The outer loop is
aimed at estimating the plant model and adjusting the
regulator parameters. This scheme can be viewed as
an automated process for identifying the system and
designing the controller, in which the plant “model”
and the control scheme are updated at each sampling
period. When designing this kind of controllers at least
three points have to be addressed. The first point is
what kind of mathematical model should be used for
the plant. The second one is how to perform the on-
line model estimation. Thirdly, a choice has to be made
on what control law shall be used and how it can be
adapted to the plant model being estimated.

As far as the system model is concerned, we have
used the ARMAX model described by:

A(z"y(z) — B(z ")z u(z) = D(z")u(z).  (2)
where y(z) is the Z-transform of the output signal, u(z)
is the Z-transform of the input signal, and v(z) is the
Z-transform of a statistically independent stochastic
signal v(k) having mean E{v(k)} = 0 and variance
02. A, B, D are polynomials in the variable 2! having
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constant coefficients: The d parameter is an integer
non-negative number called “deadtime”.

The set of parameters to be identified are: 6% =
[@ryeees@umibyyee o busd, ..., d]

The experimental determination of the dynamical
behaviour of a process and of its signals is called iden-
tification. Since our models are parametric we will use
the term “parameters estimation” as a synonymous of
“identification”. Moreover, for our purposes, we are
mostly interested in the identification algorithms based
on a real-time processing, according to which at each
sampling instant, input and output signals are collected
and used to refine the estimation of the system’s pa-
rameters. Such techniques will be called, following the
current literature, recursive parameter estimations.

Classical methods belonging to this class are least
square estimation and its variants. A comprehensive
discussion of this approach is out of the scope of this
paper and can be found in [16, 9].

The basic idea is the following. At every step, the
current measurements for the inputs and the outputs
are used to update the ¢ = [—y(k — 1) ... —y(k —
m)u(k —d—1)...u(k —d—m)]" vector; then the fol-
lowing equation is applied:

K(k) = P(k)o(k)
O(k) = B(k—1)+K(k)(y(k) — ¢"(k)B(k 1))
Pk) = (I-K(k)¢"(k)Pk—-1)/A 3)

where 6 is the estimated parameters vector, and P is a
covariance matrix, which for practical purposes, can be
initialized with a diagonal matrix having a wide norm,
and A is a forgetting factor used to account for the
parameters time variations.

This method’s correctness is boring to prove but,
at the same time, very intuitive. According to this
method, at each step, the parameters estimate is cor-
rected proportionally to “how far we missed the target”
(Equation(3)) i.e., to the difference between the actual
measurement y(k) and the measurement based on the
previous estimate @(k — 1). The other equations are
used to compute the appropriate weighting factors.

The last problem to be addressed is the choice of
the control law and of its adaptation mechanism. One
of the best known approaches for realizing simple con-
trollers is the PID controller, which provides accept-
able solutions for a surprisingly large class of control
problems. Recent works [14, 20] have proven the ef-
fectiveness of using a PID controller in the class of ap-
plications we are dealing with. However, none of the
cited works offers solutions to the problem of tuning
the controller parameters.

The basic PID controller was first conceived in the
continuous time domain. For small sampling time, its

behaviour can be approximated by the following recur-
sive discrete expression:

u(k) —u(k—1) = qoe(k) +qelk —1) + ge(k —2)
@0 = KO+ ?—f)
0 = xaeale T
@ = K%

where e is the difference between the desired output
and the measured one, and K, T7 andTp are the pro-
portional gain, the integration time and the deriva-
tive time of the continuous time equation, respectively,
while Ty is the sampling period. In order to apply
a PID algorithm in the context of an adaptive con-
troller we have two specify the criteria for choosing
on-line the g; parameters, or, in other words, for solv-
ing on-line a control design problem. We have chosen
the approach of assigning the closed-loop poles. Sup-
pose the plant transfer function be Gp(2), and the PID
controller have the form G.(z) = W. The
resulting characteristic equation of the closed loop sys-
tem is 1+ G Gp. The design technique is based upon
assigning the pole of the closed loop system.

Since the proposed controller has only three free pa-
rameters (go,q1,¢2) and the number of the resulting
polynomial coeflicients is m + d+ 2, the method can be
applied exactly only if m +d + 2 = 3. In our study we

chose d =0 and m = 1.

4. Experimental Results

The application of the presented adaptive control
techniques has been tested on a meaningful case study
consisting of a set of CBS served periodic tasks having
a wide variance in the computation time requested by
each job. We have identified such an application in a
set of MPEG players processing sequences of frames in
different windows on the screen. Since the streams are
characterized by a variable bit rate (VBR), the frame
decoding time are subject to large variations. Further
stochastic variations in the execution time of each job
are due to the possibility of dynamically opening other
windows.

Our implementation framework has been based on
the QoS manager described in [2], implemented on the
HARTIK real-time kernel [13]. This kernel natively
supports EDF scheduling and bandwidth reservation
through the CBS. In this section, the execution envi-
ronment is briefly described and then the experimental
results are presented.
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Figure 2. Scheme of the QoS Manager.

The system is composed of two different types of
tasks: the regular tasks and the adaptive tasks. Regu-
lar tasks are characterized by fized scheduling param-
eters, and are implemented as HARTIK (periodic or
aperiodic) real-time tasks, while adaptive tasks have
time-varying (adaptive) parameters, as described in the
previous sections’.

Since the visibility of the parameters relative to all of
the adaptive tasks’ is needed to perform the bandwidth
adaptation, an active entity (the QoS manager) is used
to adjust the parameters. The QoS manager is im-
plemented ad a regular aperiodic task, called qosman,
having the global system visibility (see Figure 2). This
task is used to create adaptive tasks and to manage
their bandwidth according to some user defined policy.
The proposed solution is more flexible and portable
than a kernel hardwired one (modification of the ker-
nel scheduler to support QoS management), and can
be easily implemented on other kernels that do not na-
tively support scheduling parameters adaptation.

When the qosman task is created, it takes from the
system all the available CPU bandwidth in order to
distribute it among the demanding tasks.

When the application needs to create an adaptive

Lin this work we consider only periodic adaptive tasks

task, it must issue a request to the qosman (through a
library call), specifying the task period T;. After this
call the task is created and added to the set of managed
tasks. The task is served by a CBS with server period
T, = T;, and maximum budget @) starting from a
small value.

At each period, the adaptive task is activated (i.e., a
new job is created for that task). When the job finishes,
the task has to notify this event to the qosman task
(through another library call); in this way, qosman has
the possibility of measuring a set of quantities of inter-
est for its activities on the QoS management. For our
purposes, the measured quantity is the CBS scheduling
error €; j, which is our controlled variable y;(j). Af-
ter measuring this quantity, qosman computes the new
reserved bandwidth B; = u;(j) = G(ui(j — 1), ui(j —
2), ..., yi(4),y: (4 —1),...) according to the feedback con-
trol law and adjusts the maximum budget of the CBS
serving the task (@ = B;T;); then the task is deacti-
vated.

When a new task is created or when the QoS man-
ager decides to increase the bandwidth reserved to an
adaptive task (as a response to a job termination), it
is possible that ), B; > 1; in this case all the reserved
bandwidths have to be compressed. In [2] we proposed
a compression equation

Bmaw .
> Bjw;’

for the experiments on adaptive control we chose to
give all tasks the same importance (V7;, 75, w; = w;y),
obtaining a simple proportional compression rule:

Bi = Biwi

Bmaz
Zj Bj.

Using this framework, we implemented the PID
adaptive control mechanisms. At the end of each job
the QoS manager is activated and performs the follow-
ing actions:

B; = B;

1. sample the scheduling error;

2. use the newly sampled data (and the stored old

ones) [ui(j — 1), ui(j — 2)s s 4i(G), 9i(G — 1), ] o0
refine the a;, b; parameters estimation (using the
RLS algorithm);

3. use the updated model to tune the controller pa-
rameters;

4. apply the control law to compute the new assigned
bandwidth B;;

5. adjust the scheduling parameter Qs = B;T;.
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The adaptive control schemes have been used to play
multiple VBR MPEG streams, measuring the inter-
frames times and the controlled CBS scheduling error.

We assumed the following plant model:

y(t) = —ay(t — 1) + bu(t — 1);

the assigned closed-loop poles were Z; = 0.3, Z, = 0.2,
and Z3 = 0.1.

The adaptive PID controller has been able to prop-
erly adjust the reserved bandwidth and to control the
scheduling error to zero also in the case of multiple ac-
tivated tasks. Experiments on a large number of task
sets reveal that the controller needs an initial transient
for “learning” the system model before its action be-
comes effective.

As an example, we report the controller behaviour
on a specific experiment: the task set is composed of 2
adaptive tasks 7, and 7o, with periods 77 = T5 = 33ms
decoding the same MPEG stream. Figure 3 plots the
evolution of the reserved bandwidth over time, while
Figure 5 plots the evolution of the estimated parame-
ters. Figure 4 plots the evolution of the CBS scheduling
error: as can be seen, after time 2000ms the controlled

value is near the desired value 0. Since the system
workload is near to one, the scheduling error cannot be
constantly kept at the 0 value. A reasonable explana-
tion can be given to some of the observed phenomena
in the output dynamics. During the initial phase the
most important signal driving the system identification
process is the scheduling error, and the role played by
the stochastic disturbances (the variations in the frame
decoding time) is limited. When the scheduling error is
finally reduced to very low values, the disturbances im-
portance increase. As a consequence in the presence of
frames requiring a big decoding time, the systems es-
timated parameters can experience some fluctuations
which result in a ripple on the output variable. How-
ever, the obtained QoS is not seriously affected.

5. Conclusions and Open Issues

In this paper we have presented a novel approach
for using feedback in real-time scheduling, based on
adaptive control theory.

The proposed technique allows to adjust the re-
sources assigned to every single task without requir-
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Figure 5. Evolution of the estimated ARMAX parameters for Task 1.

ing any a-priory knowledge about the task require-
ments and without any consideration about the system
model. For this reason, this scheme is very general and
can easily be applied in different contexts. The imple-
mentation solutions can be applied to different archi-
tectures with little efforts.

This work is an initial step towards a more system-
atic application of control theory to resource allocation
problems, and proposes a completely new perspective.
Many important issues, on this way, are still open fields
for research.

The experimental results obtained using the PID
controller are promising. Adaptive control turns out
to be an effective choice for dynamically adjusting re-
source reservation. However, the control literature of-
fers a wide set of solutions to the same problem. Re-
stricting to the field of linear adaptive control, there
are families of controllers other than PID. In partic-
ular an interesting alternative could be the minimum
variance controllers which are able to explicitly keep
into account stochastic disturbances. One of our fu-
ture works will be testing these possibilities. As far
as the PID controller is concerned, we are interested
in exploring the assigned poles influence on the system
performance, through a set of well-defined and signifi-
cant metrics.

Another interesting work could be applying Kalman
filtering techniques to account for the random factors
derived from the job execution times. From the im-
plementation point of view, we aim at extending our
scheme to non periodic tasks and to port the QoS man-
ager to platforms other than HARTIK.
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