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Abstract. Based on recent advances in control theory, we propose thenras
jitter margin for periodic control tasks. The jitter margin is defined asiacf
tion of the amount of constant delay in the control loop, andescribes how
much additional time-varying delay can be tolerated befbecloop goes unsta-
ble. Combined with scheduling theory, the jitter margin barused to guarantee
the stability and performance of the controller in the tagystem. It can also be
used as a tool for assigning meaningful deadlines to cotasél. We discuss the
need for best-case response-time analysis in this coraedtpropose a simple
lower bound under EDF scheduling. Finally, a control-schied codesign pro-
cedure is given, where periods are assigned iterativelyeid the same relative
performance degradation for each control task.

1 Introduction

1.1 Background and Motivation

In classical feedback control theory (e.g., [1]), notionstsasphase margirandgain
marginare used to describe how sensitive a control loop is towadsws uncertainties
in the plant. Nonnegative margins are required to ensurst#islity of the closed-loop
system. The margins are also used as practical stabilitgunes, and there are various
rules of thumb associated with them. For instance, it iscigihy recommended to have a
phase margin of at least 345 to ensure some degree of robustness and performance
of the system.

When a controller is implemented as a task in a real-timeegyst new kind of
uncertainty is introduced—amplementation uncertaintyn this paper, we will focus
on the specific problem afutput jitter. Variability in the task execution time and pre-
emption from other tasks can cause the controller to expegia different amount of
input-output delay in each period. Itis well known that sagtter can degrade the con-
trol performance and in extreme cases even cause insfadfilihe control loop (e.g.,
[2]). Although the present paper only considers jitter du€PU scheduling, some of
the results also carry over to networked control systemravfitter due to variable
transmission times is a major issue.

The majority of previous work on jitter in real-time contre}ystems has focused
on either scheduling theory or control theory. In the fewdnses where an integrated
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approach has been taken, the control analysis has been samenderdeveloped. By
contrast, our analysis yields hard results and should Hemepplicable to a wide range
of systems, including safety-critical applications.

1.2 Contributions

Recently, a new stability theorem for control loops withéhvarying input-output de-
lays has been developed [3]. Based on this theorem, we pgdhesnotion ofjitter
marginfor control tasks. The jitter margin can be combined witH-teae scheduling
theory to guarantee the stability and performance of thdrober in the target sys-
tem. The jitter margin can also be used as a tool for assigniegningful deadlines to
control tasks.

Itis noted that the jitter analysis can be improvelgbt-case response timas well
as worst-case response times, can be computed. For thisgeunpe propose a lower
bound on the best-case response time under EDF scheduliegewo such results are
known to exist.

When designing a real-time control system, informationwulibe task timing is
needed in the control design, and information about therothet timing sensitivity is
needed in the real-time design. Based on this insight, wpqa® an iterative control—
scheduling codesign procedure, where the jitter margisésias a central tool.

1.3 Outline

This paper is outlined as follows. In Section 2, the assumngtare given, and the jitter
margin is defined. Its properties are discussed, and thdemobf assigning control
task deadlines is treated. In Section 3, we discuss jittalyais under fixed-priority
and EDF scheduling, and provide a simple but efficient lowsrma on the minimum
response time under EDF. In Section 4, a codesign procedymposed, where the
goal is to implement a set of controllers such that they eérpee the same amount of
performance degradation in the target system. A design pbeaisigiven, in which the
results under rate-monotonic and EDF scheduling are cadp&ection 5 provides an
overview of related work. Finally, in Section 6, the condduns are given and future
work is discussed.

2 The Jitter Margin

2.1 Preliminaries

Computer-controlled systems (e.g., [4]) are typicallyigesd assuming periodic sam-
pling and either zero or a constant computational delay.ahirplementation, how-
ever, will introduce jitter at various points in the conttabp.

In this paper, for analysis purposes, we will assume thas#mepling is jitter-free,
while the input-output delay may be time-varying. Jittexef sampling can be achieved
by programming the A-D converter to take samples perioljical by requesting the
A-D conversion when the control task is released.
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Fig. 1. Computer-controlled system with continuous-time pl&s), periodic samplerSy,
discrete-time controlleK(z), zero-order hold, and time-varying delay

The control loop assumed in this paper is shown in Figure &.glant is described
by the linear continuous-time systeR{s), and the plant output is sampled with the
constant intervah. The controller is described by the linear discrete-timsteynK (z).
Following the zero-order hold, there is a time-varying gelabefore the control signal
is applied to the input of the plant.

Exact stability analysis of the closed-loop system is alivfi the delayA is either
constant or varying according to a known, periodic pattiéthe delay varies randomly
among a set of known delays, Lyapunov theory can be usedify theg stability of the
closed-loop system. For freely time-varying delays, thalysis is considerably more
difficult. The following theorem from [3] is only sufficienhut it guarantees stability
for anydelays in a given interval, including constant, perioditd &andom delays:

Theorem 1 (Stability under output jitter). The closed-loop system in Figure 1 is sta-
ble for any time-varying delayd € [0, Nh]|, where N> O is a real number, if
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whereN = /[N]2+2[N]g+g and g= N — [N|; Pzon(2) is the zero-order hold dis-
cretization of Fs), and
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Proof. See [3]. a

2.2 Definitions and Properties

We now consider a periodic control task with the perfog h, executing in a real-time
system. The plant is assumed to be sampled when the task#seel, and the control
signal is actuated when the task finishes.

The input-output delay experienced by the controller cadibieed into two parts:
a constant part,. > 0, and a time-varying part (the jitter,> 0, see Figure 2. The
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Fig. 2. The input-output delay can be divided into a constant délagnd a jitter,J.

minimum possible delay is hence givenlbyand the maximum possible delay is given
by L+J.

We will first recall the definition of the classicdelay margirfor the jitter-free case
Jd=0):

Definition 1 (Delay margin). Given the system in Figure 1, the delay margin is defined
as the largest numberg\ for which closed-loop stability is guaranteed assuming a
constant delayt = L.

Remark 1.For continuous-time control systems, the delay margin eacdmputed as

Lm — ¢m/0‘l:7 (3)

where ¢, is the phase margirand «. is the crossover frequencgf the system. Due
to aliasing effects, the exact computation is more comgitéor computer-controlled
systems (see [4]).

In systems with jitter, the delay and the jitter will both ¢dbute to the destabiliza-
tion of the system. Hence, we give the following definitiorttod jitter margin:

Definition 2 (Jitter margin). Given the system in Figure 1, the jitter margin is defined
as the largest numbeg,]L) for which closed-loop stability is guaranteed for any time-
varying delayA € [L, L +Jm(L)].

Remark 2.Since Theorem 1 is only sufficient, it can only be used to campuower
bound on the jitter margin. The theorem is not very consemahowever. To apply
the theorem, we replace the plaPfs) by its time-delayed versioR(s)eS- and let
N=J/h.

The reason for defining the jitter margin as a functioh.a$ to make the stability
test less conservative whenever a lower bound. é& available. It is obvious that, if
a system is stable for any time-varying del&ye [0, J], it must also be stable for any
time-varying delayA € [L, J], 0 < L < J. Furthermore, in the latter case, the system
might also be stable for longer delays. Based on this argtjrienfollowing properties
of the jitter margin can be derived (the proofs are omitted):

Property 1. y(L)=0, L>Lm.
Property 2. (L) <Lm, VL.

Property 3. 4(L) +L is anincreasing function df.
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Fig. 3. Example of jitter margingm(L): (a) PID controller withh = 10, (b) LQG controller with
h = 10, designed for the deldy= 5. (All units are in ms.)

Example 1 (Jitter margin).Figure 3 reports the jitter margin as computed by Theo-
rem 1 for the planP(s) = 1000/(s(s+ 1)) and two different controllers. Both con-
trollers are designed with the sampling interliak 10 [ms]. In (a), a PID controller

is used. The delay margin ls, = 7.8, and the jitter margin has the maximum value
Jn(0) = 3.7. In (b), an LQG controller designed for a constant ddlay 5 is used.
Here, the delay margin is,, = 15.5, and the jitter margin has the maximum value
Jm(4.8) = 7.1. It can be seen that the jitter-margin function can havieiht shapes
for different controllers, but the maximum total deldy(L) + L, is always an increas-

ing function.

a



2.3 \Verifying Stability and Performance

If we know the constant deldyand the jitterd of a control task, stability of the closed-
loop system is guaranteed if

Jn(L) > J. (4)

Often, it is not enough to just guarantee stability—theresnalso be some margins
that guarantee performance. In classical control thebeyphase margin is sometimes
used as a performance and robustness measure. Unforjiitfeggdhase margin is only
defined for systems without jitter. It is, however, possiolg@eneralize the concept via
an extended definition of the delay margin. Hence, we staddfiyning a delay margin
for systems with delay and jitter:

Definition 3 (Delay margin for systems with delay and jitter). Given the system in
Figure 1, assuming some constant delay L and jitter J, thaydalargin is defined as the
largest number [, for which closed-loop stability is guaranteed for any tinesrying
delayA € [L+Lm, L4+ Lm+J].

Remark 3.For systems without jitter, this definition is equivalenQiefinition 1.

Expressed in terms of the jitter-margin functigg(L), the delay margin is given by
the smallest ,, that solves

Jm(l— + Lm) = J (5)

For the control designer, it is often more convenient to khim terms of phase
margin, since that measure is independent of time. Formgstathout jitter, the rela-
tionship between phase margin and delay margin is appraglyngiven by (3). Based
on this observation, we propose the notiorapparent phase margin:

Definition 4 (Apparent phase margin). Given the system in Figure 1, assuming the
constant delay L and the jitter J, the apparent phase mamgjidefined as the largest
numberdn, for which closed-loop stability is guaranteed for any tiveying delay

A €L+ ¢m/ox, L+ dm/wx+ J], whereay, is the crossover frequency of the system if
assuming only the constant delay L.

Similar to above, expressed in terms of the jitter-margimction (L), the apparent
phase margin is given by the smallést that solves

In(L+ G/ ) = 3. (6)

A system with the apparent phase mardin< 0° can be interpreted as a system
for which stability cannot be guaranteed, while afyy > 0° can be interpreted as a
performance guarantee. For systems without jitter, theag phase margin is equal
to the classical phase margin.



2.4 Deadline Assignment

In the real-time literature, task deadlines are often atereid as given parameters. Us-
ing the jitter margin, we can deriveal hard deadlines that guarantee closed-loop sta-
bility. For instance, given that we have a lower bound on thestant delay in the
target system, we can guarantee stability by assigningethéve deadline

D =L+ Jn(L). ©)

(Itis of course also required that all deadlines are realy during run-time.) Note that,
if no estimate ot is available, assuminlg = 0 yields a more conservative deadline.

Similarly, we can assign deadlines that guarantee a ceafgiarent phase margin
in the target system. Given a lower bound on the constany deia the target system
and a desirable apparent phase mafin< w.(Lm — L), we can guarantee a level of
performance by assigning the deadline

D = L+ (L + ¢/ ). 8)

Example 2 (Deadline assignmen@onsider the LQG controller in Example 1, whose
jitter margin is shown in Figure 3(b). Without jitter, assimgnL = 5, the phase margin
is om = 34.9° and the crossover frequencydg = 57.9 rad/s. Suppose that we require
an apparent phase marginga, = 20°. The allowable jitter is then given by

Jm(5+20°/57.9 rad = Jn(11.0) = 1.4,
and we should hence assign the relative deadline

D =L+Jn(11.0) =6.4.
O

Aninteresting problem here is that, depending on the sdhregioolicy, the constant
delay might depend on the deadline which we are trying to eage-or instance, under
deadline-monotonic scheduling, the assigned deadlinaffiglct the priority of the task,
which might in turn affect the constant delay. The problemldgossibly be addressed
using an iterative deadline assignment procedure, buisthést as future work.

3 Output Jitter Analysis

In order to apply the stability and performance analysiiefdrevious section, we need
to be able to compute the constant delay and the jitter fdr eawtrol task in the system.
This can be done using response-time analysisR._and R,-b denote, respectively, the
worst-case and best-case response times of td$le constant delay,;, and the jitter,
J;, are then given by

Li =R, 9)
J=R-R. (10)



Often, the true values d& andRP cannot be obtained. First, if the task phasing
is unknown, one must assum@rst-case phasingthen computingR, andbest-case
phasingwhen computing?. It is not certain thaR andRP canbothoccur during the
lifetime of the system. Second, depending on the schedplitigy and the task set,
exact analysis for the worst-case and the best-case respores may not be available.

From a stability perspective, it is always safe to overestéR; and to underesti-
mateRP. This will makeL; smaller andj; larger, causing the apparent phase margin to
decrease.

Below, a brief outline of the available results in respotigee analysis under fixed-
priority and EDF scheduling is given. For EDF, a new lower lbwn best-case re-
sponse times is proposed.

3.1 Worst-Case Response Time Analysis
Under fixed-priority scheduling, assumibBg < T;, the worst-case response time of task
i is given by the well-known equation [5]

R-c+ 5 [, GEY

jefipi) {TJ’
Exact analysis also exists for task sets with release sfsetvell as deadlinds > T
[6,7].

Under EDF scheduling, worst-case response-time anatysisie complicated. As-
sumingD; < T, the worst-case response time of tagkgiven by [8, 9]

R = maX{Q, QE%X{Li (a)— a}}, 12)
where the busy intervdl (a) is given by the equation
Li(a) =W (aLi(a)) + <1+ FJ)Q (13)

and the higher-priority workload (a,t) is given by

_ . t aJrDiDjJ} _
Wi(a,t) = =|,1+|———| ¢ C;. 14
@0 j;éi,DjzgaJrDimm{’VTj-‘ { Tj J ()

It should be noted that only a finite number of valuesofiust be checked when eval-
uating (12). The analysis has also been generalized toampdeadlines [8].

3.2 Best-Case Response Time Analysis

Under fixed-priority scheduling, exact best-case analyaisrecently been developed
for the casd < T [10]. The best-case response time of taskgiven by the equation

b _ b R ]
R=C+ Y cb, (15)
(i
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whereCP denotes théest-case execution tinoé taski.
Under EDF scheduling, no exact best-case analysis is krmexist. A trivial lower
boundR; on the best-case response time of taiskgiven by

RP=CP. (16)

This is actually a quite good bound for the shortest-perasks. The longest-period
tasks can, however, have much longer best-case resporese éapecially if the system
load is high.

A tighter lower bound on the best-case response time can tagneld by interfer-
ence analysis, see Appendix A. Our proposed lower bondk given by the equation

Roche 5 |mERCnl

Vj:Dj<RP !

1|ch, (17)

which can be solved by recursion from above (cf. [10]).

The results obtained with the proposed bound have been cethparesults ob-
tained by simulation, where the shortest response timeabf &k was recorded. (Note
that the latter constitutes arpper boundon the real best-case response time.) The
bounds were evaluated for loads ranging fidre- 0.5 toU = 0.99. For each load case,
100 random task sets were generated. The number of taskglinseawas integer-
uniformly distributed between 2 and 10. The task periodewaponentially distributed
with mean 1, and the fraction of the execution time to thequewas uniformly dis-
tributed between 0 and 1. The execution times were uniforetgaled to give the task
set the desired utilization. ThroughoDt, = T; andCP = C; were assumed.

For each task set, the system was simulated for 1000 s, amditiraum response
time of the longest-period task (taskwas recorded. The result was compared with the
bounds (16) and (17). Figure 4 shows the meaRC, over the task sets for different
bounds and different loads. It is seen that the proposeddperiorms quite well up to
aload ofu = 0.95. The bound is not tight since it does not consider initis¢iference,
see Appendix A.

4 A Codesign Procedure

To illustrate how the jitter margin could be applied in thesida of real-time control
systems, we describe an iterative control-schedulingsigderocedure.

It is assumed that a set of independent controllers shouichpeemented in the
same processor. The controllers are designed in contintimas and should be dis-
cretized and implemented as periodic tasks with differerigals. The goal of the code-
sign procedure is to choose sampling periods such that thteatiers will experience
the same relative performance degradation in the targétraysaking the jitter into
account. The performance of the continuous-time contrilmeasured by its original
phase margipm, and the performance of the control task is measured by jtarap
ent phase margifi, (see Section 2.3). The goal of the procedure is to make tiee rat
®m/¢dm as equal as possible among the tasks.
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Fig. 4. Comparison of bounds on the best-case response time undefThB results are shown
for the longest-period task.

The inputs to the codesign procedure are a set odntinuous-time plant(s),
a set ofn continuous-time controllers (s), estimates of the best-case and worst-case
execution times of the control algorithm8,andC®, and a scheduling policy where
worst-case as well as best-case response time analysilede.

The procedure is outlined is the following steps:

1. Initialize by assigning initial (nominal) sampling peds h for the controllers.
(A common rule of thumb [4] is to choose the sampling periochsthatw,h €
[0.2, 0.6], wherewy, is the bandwidth of the closed-loop continuous system.)

2. Rescale the periods linearly such that the task set bexeamedulable under the
given scheduling policy. (Here, a suitable sufficient setalbility test can be used.)

3. Discretize the controllers using the assigned samplaripgs, yielding the set of
discrete-time controllers(z).

4. For each task, compute worst-case and best-case regpoaseR andRP. (Here,
the analysis in Section 3 is applicable.)

5. For each task, compute the jitter margin using Theoremdlitlae apparent phase
margingn,; from (6), assuming the constant delay= Rib and the jitteldi = R — Rib.

6. For each task, compute the relative performance degoadat= ¢/ dm;. Also,
compute their mean value= 5 ri/n.

7. For each task, adjust the period according to
hi == hi +kh(ri—r)/r,

wherek < 1 is a gain parameter.

8. Repeat from 2 until no further improvement is given. A ablé stop criterion is
when sum of the performance differencgst; — r], is no longer decreasing.



The period adjustment mechanism in step 7 is intended teedserthe periods of
controllers with bad performance, and to increase the gerd controllers with good
performance. Choosing the gain parameter can be difficutmall k will give slow
adaptation, while a largecan cause instability.

The iterative procedure tries to solve a highly nonlinedirojzation problem. Hence,
it is not certain that it will converge to an optimal solutidfor instance, under rate-
monotonic scheduling, a small period adjustment may chamgéask priorities, and
this can in turn have a huge impact on the jitter. Neither ¢eitain that a completely
equal performance degradation can be achieved.

Example 3 (Codesign)We consider an example where three controllers should be
implemented in a single CPU. Both rate-monotonic and EDIEdualing is considered.
The execution times of the control algorithms are assumée qual and constant and
are given byR = R? = 0.15 [ms]. The plants to be controlled are given by

8-10°
P = g5+ 1000
4.10%
(s— 200)(s+ 200)’

5.107
RS = S@ 100+ 2510)°

and the continuous-time controllers are given by

Pa(s) = (18)

4.8810%(s+2.10°)(s+ 1295
(s+5000(s?+ 7.32510%s+ 2.573 10°)’
2.57-10%(s+2-10°)(s+259.1)
(s+3000(s?+ 1.64510%s+ 1.35-108)
ko) — AT+ 2.10°)(s* + 160.6s+ 1.655 10°)
3(8) = (532740 (s+ 1000 (2 + 2494+ 7.10910)°

Table 1 reports the bandwidth, and the original phase margjp, of each control loop.
It is seen that the loops have different bandwidths, whidyssts that the controllers
would require different sampling intervals. The differeain bandwidth are also visible
in Figure 5, which shows the system responses for the diffe@ntinuous-time loops.

To initialize the procedure, nominal sampling periods dresen by the rule of
thumbeyh=0.2. Thisresults in a CPU utilization &f = 1.30. Hence, slower sampling
must be used in the target system. For the controller digatitn, the Tustin method
is used.

K1 (S) =

(19)

Ka(s) =

Table 1.Bandwidths and phase margins of the original continuaug-tontrol loops

Loop b Pm
Pi(s),Ki(s) 960rad/s 74°
P(s),Ka(s) 599radls 4%°
P3(s),Ks(s) 179rad/ls 69°
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Fig. 5. System responses of the original continuous-time contaps.

First, rate-monotonic scheduling is assumed. The tardgkation is chosen as
U = 0.78. The adaptation gain is choserkas 0.2. The results of the codesign proce-
dure after one and ten iterations are shown in Table 2. Afieirtitial iteration, where
the nominal sampling periods have been simply rescaleg@, 3ooas a small negative
apparent phase margin. That means that stability cannotidegteed for that loop.
After ten iterations, the periods have been adjusted sttty are nearly equal, re-
sulting in a somewhat more equal performance degradat®méasured by the ratio

P/ bm).

To verify the results of the procedure, the complete reaktsystem (including
plants, controllers, and scheduler) was also simulatediguie MATLAB/Simulink
toolbox TrueTime [11]. The actual control system resporagts one and ten design
iterations are shown in Figure 6. It is seen that, after om@iion, loop 3 is close to
unstable, as predicted by the negative apparent phasemmaAftgr ten iterations, the
performance degradation of loop 3 is visibly smaller.

Next EDF scheduling is assumed. The target utilization cseh ag) = 0.95. The
results of the codesign procedure after one and ten itesasice shown in Table 3. After
the initial iteration, task 3 has a large negative apparkasp margin, implying that the
control loop might be unstable. After ten iterations, thefgenance degradation is
quite even among the controllers. Again, the results wese atrified in simulations.
Figure 7 shows the system response after one and ten itesatio

Table 2. Codesign results under rate-monotonic scheduling: (&) afte iteration, (b) after ten
iterations.

(@ “Task h R =3 J IR fm  m/dm
1 035 015 015 0 108 & 082
2 056 030 015 0.15 117 & 056
3 187 090 015 075 0.47 -48 -0.07

(b) Task h R R J 3R fm  In/¢m
1 0.56 0.15 0.15 0 096 5B 0.76
2 057 030 0.15 0.5 117 2w 0.56
3 0.60 045 0.15 030 118 &r 0.40
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Fig. 6. Control system responses under rate-monotonic sched(bhgfter one iteration, (b)
after ten iterations.

Table 3. Codesign results under EDF scheduling: (a) after one iteratb) after ten iterations.

(@ Task h R R J (R dm  Om/dm
1 028 0.16 0.15 0.01 111 & 0.86
2 046 034 015 019 121 2z3B 0.67
3 153 135 060 0.75 0.03-18 -0.27
(b) “Task h R R J 3R dnm  dn/dm
1 0.40 031 015 0.16 1.04 43 0.58
2 050 040 015 025 119 ZB 0.54
3 054 045 015 030 120 B 0.43
(@) Plant 1 Plant 2 Plant 3
1 1 1
é o\k O\ﬁ 0
o
-1 -1 -1
0 0.02 004 O 0.02 004 O 0.02 0.04
Time Time Time
(b) Plant 1 Plant 2 Plant 3
1 1 1
é’ 0\/——— O\/‘ 0\\/v\
o
-1 -1 -1

Fig. 7. Control system responses under EDF scheduling: (a) afteiteration, (b) after ten iter-

ations.
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The final design results under rate-monotonic schedulingEdF scheduling are
quite similar. Under EDF, slightly shorter periods couldused, due to the higher level
of schedulability of EDF. It can also be noted that, under BDE jitter is more evenly
distributed among the tasks. This makes it possible to aelsienore even performance
degradation among the control loops.

5 Related Work

Several works have considered scheduling solutions toceedutput jitter in general.
In [12] and [13], it is suggested to use dedicated high-figiautput tasks to reduce
the jitter. This has the disadvantages of a more complexdmehtation and longer
delays on average. [14] considers jitter reduction undeadlige-monotonic and EDF
scheduling. Output jitter reduction under EDF is also th@dof [15] and [16]. It can
be noted that, in these papers, the jitter is defined betweeressive periods, rather
than over the lifetime of the system (as in this paper).

There have also been some efforts to specifically minimtter jin control tasks.
The papers [17, 18] define tlentrol action interval which is just another term for
output jitter. The proposed solution introduces high-ptydasks for the input and out-
put actions. Again, this has the disadvantage of longerydeala average. Also, the re-
sulting control performance is not analyzed. [19] prop@sssbtask scheduling method
for control tasks, where the main part of the control aldgmitare scheduled at different
priorities. The scheme attempts to reduce both the delayrenjdter. The performance
improvements are verified by simulations.

Jitter compensation in control has been the subject of mesdmarch. In [20], an op-
timal jitter-compensating LQG controller is derived in ttantext of networked control
loops. The controller uses timestamps to track the sewsooittroller and controller-
to-actuator delays. The performance is measured by a di@mdost function and is
evaluated by stochastic analysis. [21] considers jittenpensation in state feedback
controllers. No specified scheduling algorithm is congdebut it is assumed that the
delays are known a-priori. Also, full state information ssamed. The performance
improvements are verified by simulations. In [22] a moreistialapproach is taken,
where the output jitter experienced in one period is comgkeaksfor in the next period.
The resulting jitter-compensating controller can be vidvas a generalization of the
well-known Smith predictor.

In the area of control-scheduling codesign, [23] studiesmatational delays in
computer-controlled systems. Hard constraints on therotbed variables (e.g., phys-
ical constraints) are used to derive maximum allowable robfatencies in different
regions of the statespace. It is noted that the hard deaail&dyebe a random variable
due to stochastic disturbances acting on the process. Toveaqh is extended in [24]
where the stability of the closed-loop system is also cared. Sampling period se-
lection for control tasks is the topic of [25]. The perfornsarof the control loops are
described using cost functions, and the period assignniebtgm is formulated as an
optimization problem. The combined effect of period andglen control performance
is studied in [26], where simulations are used to evaluateprformance. None of
these papers considers jitter, however.



6 Conclusion

This paper has proposed the notiorjitiEr margin and showed how it can be applied
in the design of real-time control systems. The stabilitst ie based on worst-case
assumptions about the jitter, and hence produces harditstabsults. We have also
linked the control analysis to scheduling analysis, shgwiow output jitter analysis
can be used together with the jitter margin. An extensiveesigh example has been
presented, where many of the concepts introduced in the page been applied.

This paper has only treated output jitter. In some apphbeestj sampling jitter is also
an issue. We are investigating if the stability analysis lbarextended to also handle
this case.

The topic of best-case response-time analysis needs tosbstigated further. For
instance, exact best-case response-time analysis undercB@ld be developed. It
would also be interesting to consider jitter analysis whtee same task phasing is
assumed for the best-case and the worst-case responsaniiysis.

The suggested codesign approach is only one of many padsibtauld be interest-
ing to also consider direct digital design, where the cdlerés designed to compensate
for the constant delay. In this case, a quadratic cost fanési probably a better perfor-
mance measure than the apparent phase margin.

A A Lower Bound on the Best-Case Response Time under EDF

Consider a set of periodic tasks scheduled under EDF. Ea&h teas a periodl, a
relative deadlin®; < Tj, and a best-case execution tim‘é It is assumed that the task
set is schedulable. L& be the response time of an instance of tatlat is released at
time 0, and let task be a potentially interfering task. We will construct a lovbeund
onR; by shifting each task such that minimum interference is obtained.

First, consider a taskwith Dj > R;. It is obvious that the task can be phased such
that it does not interfere with task

For each tasl with Dj < R; we must consider two different cases, see Figure 8. In
case (a)Pi — D; > R;, and each instance of tagkeleased within the interva0, R]
will have higher priority than task Minimum interference is obtained when tagks
phased such that one release occurs at Rn&he number of complete preemptions
from taskj is hence given byR/T; — 1].

In case (b)Di — D; <R, and instances of taskwill only have higher priority if
released within the intervéd®, D; — D;]. Minimum interference is obtained when task
j is phased such that one release occurs at fime Dj. The number of complete
preemptions from taskis hence given by(D; — Dj)/T; — 1].

Each complete preemption from tajwill contributeC; to the response time. Com-
bining the two cases above, a lower bouﬂﬂ,on the minimum response time of task
is given by
min{RP, D; — Dj }

Tj

R=C+ 3
Vj:Dj<RP

This expression provides only a lower bound, since it doés$ake any initial (partial)
interference from task into account (see for instance Figure 8(a)). It is possible t
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Fig. 8. Different cases where tagkcauses minimum interference for taska) Dj — Dj > R;, (b)
Di -Dj <R.

improve the formula slightly by including some obvious cagéere initial interfer-
ence must occur. It is conjectured, however, that the ezfmedor theexactbest-case
response time is as complex as the formula for exact woss-tesponse time under
EDF.
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