Selecting the minimum consumed bandwidth of an EDF task set
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Abstract

The usage of virtual processor is a key aspect for isolating real-time applications. A typical interface of virtual processor is expressed by the bandwidth and the delay. After formulating the overall consumed bandwidth as a function of the bandwidth and the delay that accounts also for the context switches, we proposed an algorithm that finds the least consuming interface that is capable to guarantee the deadlines of a set of tasks scheduled by EDF. The proposed algorithm is inspired by the dual simplex algorithm.

1 Introduction

The advancement of computer architectures allows to execute more and more applications on the same physical platform. When executing many real-time applications in the same system, it is important to compose them in a way that a misbehavior occurring in one application does not affect the others. The environment allowing the composition of application has in the past been called open environment [7]. These environments abstract the computing resource provided by the physical processor, by a virtual processor (VP) that provides only a fraction of the available resource. This is implemented by introducing two schedulers: a global scheduler that assign the physical processor to the virtual ones, and a local scheduler that in turn selects the tasks of the application to be run on the VP. This problem is often also called hierarchical scheduling because it allows the composition of different scheduling policies at many levels.

VPs are characterized by interfaces that describe the amount of computation provided by the VP to the application. In this way it is possible to guarantee the real-time properties of the application based on the only interface of the VP, unbinding the analysis of an application from the others.

Contribution of the paper In this paper, we formalize our notion of optimality of a virtual processor. Then we derive the optimal interface of an application modeled by a set of tasks scheduled by EDF.

1.1 Related works

The virtualization of computing resource is a constantly active research area. Mercer et al. [14] proposed a resource reservation mechanism based on a required budget and period to provide an abstraction of a uniprocessor with reduced speed. Deng and Liu [7] proposed a two-level hierarchical architecture, which uses the EDF as global scheduler and a dedicated Total Bandwidth Server (TBS) [20] for each application. The paper presents also sufficient conditions for schedulability. This work has been later extended by Kuo et al. [10] for using RM as global scheduling algorithm, however the authors assume that all tasks are periodic with harmonic periods. Abeni and Buttazzo [1] proposed the Constant Bandwidth Server (CBS) to isolate an application requiring a varying amount of computation on a virtual processor with reduced speed. Lipari and Baruah in [12] presented the Bandwidth Sharing Server (BSS) scheduling algorithm that uses EDF as global scheduling algorithm, and permits to select any scheduling algorithm as application level scheduler. The paper presents schedulability conditions for applications that use EDF and RM as second level schedulers. However, the algorithm is complex to implement and assumes the knowledge of all task deadlines.
Saewong et al. [16] proposed to use the Deferrable Server in a hierarchical way. They present a schedulability analysis that is based on the worst-case response time for a local fixed priority scheduler. Davis and Burns [6] suggested that binding the server period with the period of the tasks leads to better resource usage.

Mok, Feng, and Chen [15] introduced the concept of “supply function” of a static time partition to measure the minimum amount of computing resource provided. Later, Almeida and Pedreiras [2] applied similar techniques to schedule messages over the FTT-CAN network. Lipari and Bini [13] derived the set of supply functions that can feasibly schedule a given application. Shin and Lee [19] introduced the periodic resource model (that is a special class of supply functions) also deriving a utilization bound, later extended by Easwaran et al. [8] to account for a server deadline possibly different than the period. Wandler and Thiele [21] proposed the concept of interface-based design which uses network calculus [11] to compute the supply functions of each component.

Shin et al. [18] investigated the selection of the optimal interface also accounting for resources shared among different applications. However, the period was assumed to be given, while in this paper we also explore the possible values of period (releasing indeed the hypothesis of shared resources).

Very recently, Fisher and Dewan [9] proposed both a fully polynomial time approximation scheme (FPTAS) to compute the minimum budget $Q$ of a VP implemented by a periodic server with a given period $P$ and deadline $D$. However the application designer still has to determine the period and the deadline of the server.

2 System model

To ease the readability throughout the paper we use the notation $(\cdot)_0$ as a shortcut for $\max\{0, \cdot\}$.

2.1 Application model

An application $T$ is modeled by a set of $n$ tasks $\{\tau_1, \ldots, \tau_n\}$. Each task $\tau_i$ has a computation time $C_i$, a period $T_i$, and a deadline $D_i$. We also introduce the task utilization $U_i = \frac{C_i}{T_i}$. All these numbers are positive integers.

The computational requirement of the application $T$ is modeled by its demand bound function, that is:

$$\text{dbf}(t) \triangleq \sum_{i=1}^{n} \left( \left\lfloor \frac{t + T_i - D_i}{T_i} \right\rfloor \right)_0 C_i \quad (1)$$

A necessary and sufficient schedulability test for EDF consists in checking that the demand never exceeds the length of the interval on every processor [3]:

$$\forall t > 0 \quad \text{dbf}(t) \leq t \quad (2)$$

The demand bound function $\text{dbf}(t)$ is the sum of floor functions. Hence it is right-continuous, piecewise constant, and increasing. It follows that it can be represented by the values at each step. For this purpose we introduce the set of scheduling points $\mathcal{P}$:

$$\mathcal{P} \triangleq \{(t; w) : \text{dbf}(t) = w, \lim_{x\to t^-} \text{dbf}(x) < w\} \quad (3)$$

The usefulness of the set of scheduling points $\mathcal{P}$ is demonstrated by the following (indeed very simple) lemma.

Lemma 1 Let $\text{dbf}$ and $\mathcal{P}$ be the demand bound function of a task set and the corresponding set of scheduling points. Then for any non decreasing function $f : \mathbb{R} \to \mathbb{R}$, we have

$$\forall t > 0 \quad \text{dbf}(t) \leq f(t) \quad (4)$$

if and only if

$$\forall (t, w) \in \mathcal{P} \quad w \leq f(t) \quad (5)$$

Proof The implication $(4)\Rightarrow(5)$ is trivial. In fact, by definition (Eq. (3))

$$w = \text{dbf}(t) \leq f(t).$$

For proving $(5)\Rightarrow(4)$, let $t$ be any point and $t^* = \sup\{x \leq t : (x, w) \in \mathcal{P}\}$. Since the $\text{dbf}$ is constant in $[t^*, t]$, we have

$$\text{dbf}(t) = \text{dbf}(t^*) \leq f(t^*) \leq f(t)$$

since $f$ is non-decreasing, which concludes the proof. \qed

2.2 The interface of the virtual processor

The interface of the virtual processor is an abstraction of the fraction of computing resource supplied by the physical processor. One of the key concept in the model of the computing resource is the supply function, that is recalled below.

Definition 1 [Def. 9 in [15], Th. 1 in [13], Eq. (6) in [8]] The supply function $\mathcal{Z}(t)$ of a virtual processor is the minimum amount of time provided in every time interval of length $t \geq 0$, by the global scheduler to the application.

For example, for the simple case of a periodic server that allocates $Q$ units of time every period $P$ [13, 19], the supply function is:

$$\mathcal{Z}(t) = \max\{0, t - P + Q - (k + 1)(P - Q), kQ\} \quad (6)$$
with \( k = \left\lfloor \frac{t-P+Q}{P} \right\rfloor \).

Mok et al. [15] introduced the “bounded delay partition” to describe a VP by two parameters only: a bandwidth \( \alpha \) and a delay \( \Delta \). The bandwidth \( \alpha \) measures the amount of resource that is assigned to the demanding application, whereas \( \Delta \) represents the worst-case service delay.

Given the supply function \( Z \), the bandwidth \( \alpha \) and the delay \( \Delta \) can be formally defined as follows.

**Definition 2 (compare Def. 5 in [15])** Given a virtual processor with supply function \( Z \), the bandwidth \( \alpha \) of the virtual processor is defined as

\[
\alpha \triangleq \lim_{t \to \infty} \frac{Z(t)}{t}.
\]

The \( \Delta \) parameter provides a measure of the responsiveness, as proposed by Mok et al. [15].

**Definition 3 (compare Def. 14 in [15])** Given a virtual processor with supply function \( Z \) and bandwidth \( \alpha \), the delay \( \Delta \) of the virtual processor is defined as

\[
\Delta \triangleq \sup \left\{ t \geq 0 \left( t - \frac{Z(t)}{\alpha} \right) \right\}.
\]

Informally speaking, given a VP with bandwidth \( \alpha \), the delay \( \Delta \) is the minimum horizontal displacement such that the line \( \alpha(t - \Delta) \) is a lower bound of \( Z(t) \). Hence, the supply function \( Z \) of a VP can be lower bounded as follows:

\[
Z(t) \geq \alpha(t - \Delta)\_0. \tag{9}
\]

If the VP is implemented through a periodic server [13, 19] that allocates a budget \( Q \) every period \( P \), then the bandwidth and delay are:

\[
\alpha = \frac{Q}{P}, \quad \Delta = 2(P - Q). \tag{10}
\]

In practice, however, a portion of the processor bandwidth is wasted to perform context switches every time a server is executed. If \( \sigma \) is the runtime overhead required for a context switch, and \( P \) is the server period, the consumed server bandwidth can be computed as:

\[
B = \frac{Q + \sigma}{P} = \alpha + \frac{\sigma}{P}.
\]

which can be expressed as a function of \( \alpha \) and \( \Delta \) as follows

\[
B = \alpha + 2\sigma \frac{1 - \alpha}{\Delta}. \tag{11}
\]

Hence we target the minimization of the consumed bandwidth, as expressed in Eq. (11), that provides enough computing resource to meet the deadlines of the tasks in \( T \).

### 3 Computing the minimum bandwidth

Since we abstract the VP by the bandwidth \( \alpha \) and delay \( \Delta \), we know [19] that the task set is schedulable over the VP if:

\[
\forall t \geq 0 \quad \text{dbf}(t) \leq \alpha(t - \Delta)\_0, \tag{12}
\]

which can be restated (thanks to Lemma 1) also as

\[
\forall (t; w) \in \mathcal{P} \quad w \leq \alpha(t - \Delta)\_0. \tag{13}
\]

Now the problem is to select the \((\alpha, \Delta)\) parameters among all possible pairs that satisfy Eq. (13). We choose to select the pair that minimizes the bandwidth \( B \) used by the virtual processor, as given by Eq. (11), since this bandwidth accounts both for the active bandwidth \( \alpha \) and the bandwidth wasted due to context switches. Hence, the best \((\alpha, \Delta)\) pair is the solution of the following minimization problem:

\[
\text{minimize } \alpha + \frac{1 - \alpha}{\Delta} \tag{14}
\]

subject to \( w \leq \alpha(t - \Delta)\_0, \forall (t; w) \in \mathcal{P} \)

with \( \varepsilon = 2\sigma \).

Such a minimization problem can be solved very efficiently, thanks to the good properties of both the constraint and the cost function. We first prove the convexity of the constraint.

**Lemma 2** Given \( t, w > 0 \), let \( D(t, w) \) be defined as

\[
D(t, w) = \{(\alpha, \Delta) \in \mathbb{R}^2 : \alpha(t - \Delta) \geq w, \alpha \geq 0\} \tag{15}
\]

then \( D(t, w) \) is convex.

**Proof** We start observing that

\[
\alpha(t - \Delta) \geq w \geq 0 \Rightarrow t - \Delta \geq 0 \tag{16}
\]

because \( \alpha \geq 0 \). To prove the convexity of \( D(t, w) \) we use the property that

\[
\{(x, y) : f(x) \leq y\} \text{ is convex } \iff \frac{d^2f}{dx^2} \geq 0. \tag{17}
\]

In fact we have

\[
D(t, w) = \left\{ \frac{w}{t - \Delta} \leq \alpha \right\}
\]

Now

\[
\frac{d^2}{d\Delta^2} \frac{w}{t - \Delta} = \frac{2w}{(t - \Delta)^3} \geq 0
\]

because of Eq. (16). Hence from the property of Eq. (17), the Lemma follows. \( \square \)

Figure 1 shows examples of the domains \( D(t, w) \).

Regarding the properties of the cost function, we first recall the following definition.
Definition 4 (Section 3.4 in [5]) A function \( f : \mathbb{R}^n \to \mathbb{R} \) is called quasiconvex if its domain and all its sublevel sets \( S_B = \{ x \in \text{dom} f : f(x) \leq B \} \), for \( v \in \mathbb{R} \), are convex.

Notice that convexity implies quasiconvexity, but the vice versa is not true [5]. We have the following result.

Lemma 3 The function \( g : [0,1] \times (0, +\infty) \to \mathbb{R} \)

\[
g(\alpha, \Delta) = \alpha + \varepsilon \frac{1 - \alpha}{\Delta}
\]

is quasiconvex.

Proof We first notice that the domain of \( g \), that is \( G = [0,1] \times (0, +\infty) \) is convex. From the definition of quasi-convexity we have to prove that all the level sets

\[
S_B = \{ (\alpha, \Delta) \in G : \alpha + \varepsilon \frac{1 - \alpha}{\Delta} \leq B \}
\]

are convex (see Figure 2 for graphical representation).

Since \( B \) is interpreted as the overall bandwidth used by the reservation, we only need to prove this for \( B \leq 1 \). Since \( B \geq \alpha \) and \( \Delta \geq 0 \), we have that:

\[
\alpha + \varepsilon \frac{1 - \alpha}{\Delta} \leq B \iff \varepsilon \frac{1 - \alpha}{\Delta - \alpha} \leq \Delta
\]

and from the property of Eq. (17),

\[
\{ (\alpha, \Delta) : \varepsilon \frac{1 - \alpha}{\Delta - \alpha} \leq \Delta \} \iff \frac{d^2}{d\alpha^2} \frac{1 - \alpha}{B - \alpha} \geq 0
\]

since \( k > 0 \).

We have

\[
\frac{d}{d\alpha} \frac{1 - \alpha}{B - \alpha} = \frac{-1(B - \alpha) + (1 - \alpha)}{(B - \alpha)^2} = \frac{1 - \varepsilon}{(B - \alpha)^2}
\]

\[
\frac{d^2}{d\alpha^2} \frac{1 - \alpha}{B - \alpha} = \frac{2 - 1 - B}{(B - \alpha)^3}
\]

that is greater than or equal to zero, because \( B \leq 1 \) and \( \alpha \leq B \). This proves the convexity of the level sets \( S_B \) and the quasiconvexity of \( g \) as required.

Since the cost function of the problem of Eq. (14) is quasiconvex (see Lemma 3) and the feasibility region is the intersection of convex regions (from Lemma 2), then the minimization problem is a standard quasiconvex optimization problem [5], which can be solved very efficiently by standard techniques.

### 3.1 The optimization algorithm

Our proposed solution is an adaptation of the dual simplex algorithm to convex problems.

For convenience we enumerate the scheduling points in \( \mathcal{P} \) to be able to rewrite the problem of Eq. (14) as follows:

\[
\begin{align*}
\text{minimize} & \quad \alpha + \varepsilon \frac{1 - \alpha}{\Delta} \\
\text{subject to} & \quad w_i \leq \alpha(t_i - \Delta_0) \quad \forall i = 1, \ldots, m
\end{align*}
\]

(19)

We distinguish between several possibilities.

**Case 1: \( \varepsilon = 0 \)** If \( \varepsilon \), that is a coefficient that accounts for the context switch overhead, is equal to zero (in the ideal case), then the minimization problem is greatly simplified. It becomes

\[
\begin{align*}
\text{minimize} & \quad \alpha \\
\text{subject to} & \quad \alpha(t_i - \Delta) \geq w_i \quad \forall i \\
& \quad \forall i \alpha \geq \frac{w_i}{t_i - \Delta} \implies \alpha \geq \sup_i \frac{w_i}{t_i - \Delta}
\end{align*}
\]

from which it follows

\[
\Delta = 0, \quad \alpha = \sup_i \frac{w_i}{t_i}
\]

that is the solution in absence of context switch overhead. A similar result was found in the context of power-aware scheduling [17, 4].
Case 2: $\varepsilon > 0$ If it exists some cost for switching from one VP to another, then we must set $\varepsilon > 0$. In this case, we aim at solving the problem of Eq. (19) through the Lagrange multipliers method. The Lagrange function is:

$$L = \alpha + \varepsilon \frac{1 - \alpha}{\Delta} + \sum_i \mu_i (w_i - \alpha (t_i - \Delta))$$  \hfill (21)

The partial derivatives are:

$$\frac{\partial L}{\partial \alpha} = 1 - \frac{\varepsilon}{\Delta} - \sum_i \mu_i (t_i - \Delta)$$  \hfill (22)
$$\frac{\partial L}{\partial \Delta} = -\varepsilon \frac{1 - \alpha}{\Delta^2} + \alpha \sum_i \mu_i$$  \hfill (23)

To search for the minimum we evaluate all the possible stationary points. Below we say that a constraint is adherent to a point, then the same solution can be found from any two constraints among the adherent ones.

Case 2A: one adherent constraint Let $i$ be the index of the adhering constraint. In this case, the boundary of $D(t_i, w_i)$ must be tangent to the boundary of $S_B$, and the tangent point is our stationary point. See Figure 3 for a graphical representation.

![Figure 3. One adherent constraint.](image)

From the condition that the $i$ constraint is adherent, it follows that $\mu_j = 0$, $\forall j \neq i$. Hence, the equations that needs to be verified are

$$1 - \frac{\varepsilon}{\Delta} = \mu_i (t_i - \Delta) = 0$$  \hfill (24)
$$-\varepsilon \frac{1 - \alpha}{\Delta^2} + \alpha \mu_i = 0$$  \hfill (25)
$$\alpha (t_i - \Delta) = w_i$$  \hfill (26)

From these three equations we can derive a second degree polynomial which can be solved directly. In fact, it follows

$$\alpha (\Delta^2 - \varepsilon \Delta) - \varepsilon (1 - \alpha)(t_i - \Delta) = 0$$
$$\alpha = \frac{w_i}{t_i - \Delta}, \quad 1 - \alpha = \frac{w_i}{t_i - \Delta} - \frac{w_i(\Delta^2 - \varepsilon \Delta) - \varepsilon (t_i - \Delta - w_i)(t_i - \Delta)}{(w_i - \varepsilon)\Delta^2 + 2\varepsilon (t_i - w_i)\Delta - \varepsilon t_i (t_i - w_i) = 0}$$  \hfill (27)

Then if we set

$$a = \frac{w_i - \varepsilon}{\varepsilon(t_i - w_i)}$$  \hfill (28)

from Eq. (27) it follows

$$\alpha \Delta^2 + 2\Delta - t_i = 0$$
$$\Delta = \sqrt{1 + at_i} - 1$$  \hfill (29)

If we assume, as in Figure 3, $t_i = 4, w_i = 1, \varepsilon = 1$ the solution found is $\alpha = 0.5, \Delta = 2$ and corresponding consumed bandwidth is $B = 0.75$.

Case 2B: two adherent constrains Let $i$ and $j$ be the indexes of the two adhering constraints. In this case we have $\mu_k = 0, \forall k \neq i, k \neq j$. The equations that needs to be verified are

$$\alpha (t_i - \Delta) = w_i$$  \hfill (30)
$$\alpha (t_j - \Delta) = w_j$$  \hfill (31)
$$\frac{w_i}{t_i - \Delta} = \frac{w_j}{t_j - \Delta}$$  \hfill (32)
$$w_i (t_j - \Delta) = w_j (t_i - \Delta)$$  \hfill (33)
$$\Delta = \frac{w_it_j - w_j t_i}{w_i - w_j}$$  \hfill (34)

from which it follows that

$$\alpha = \frac{w_i - w_j}{t_i - w_j}$$  \hfill (35)

Selection of the constraints In the previous two cases we found the stationary points for a given constraint $i$ (or a given pair $(i, j)$ of constraints). However we didn’t explain how to select the constraints. Now we conclude the description of the method by explaining this selection procedure.

The proposed technique is inspired by the dual simplex algorithm. It consists in updating a basic dual feasible solution (BDFS) until it is also feasible. However, differently than in the simplex algorithm, a BDFS can be constituted also by only one constraint index (while in the classic dual simplex algorithm a solution is always composed by two linearly independent constraints).

The algorithm is the following.
1. We initialize $BDFS = \{1\}$ (the first constraint), and we compute the current solution $(\alpha^*, \Delta^*)$ by using the solution of case 2A, since $BDFS$ has only one constraint index.

2. If the solution $(\alpha^*, \Delta^*)$ satisfies all the constraints then it is both dual and primal feasible, hence it is the optimum and we can exit the algorithm. Otherwise, let $k$ be the first constraint index that is not satisfied ($k$ is the entering index).

3. We evaluate the stationary points corresponding to $\{k\}$ and $\{\{k, x\} : x \in BDFS\}$. This point is computed according to case 2A (or 2B) if the cardinality of $BDFS$ is one (or two, respectively). We set the current solution $(\alpha^*, \Delta^*)$ equal to the one that has a higher cost among the computed ones, and we set $BDFS$ equal to the set that generated it. This selection is necessary to keep also the next solution dual feasible. We jump to step 2.

The termination of the algorithm is guaranteed by the finiteness of the number of scheduling points in $\mathcal{P}$ and by the Bland’s anti-cycling rule at step 2 that prevents to return to a previously visited $BDFS$.

The complexity of the algorithm is the same as the number of scheduling points.

4 Experiments

In this last section we show the results of the proposed optimization method for a simple task set whose parameters are shown in Table 1. We highlight that the total utilization of this task set is $U = 0.5125$.

We solved the problem of the optimal bandwidth selection for varying values of the overhead $\varepsilon$. The results are reported in the next figures.

Figure 4 shows both the optimal server bandwidth $\alpha$ (by a solid line) and the consumed bandwidth that accounts also for the overhead cost (dashed line). The simulation is run only for values of the overhead $\varepsilon$ that make the overall bandwidth not larger than 1.

For the same experiments, Figure 5 shows the achieved optimal values of the delay $\Delta$ (solid gray line). For convenience, we also show the server period $P$ (solid black line) and budget $Q$ (dashed line), assuming a strictly periodic server, that is

$$P = \frac{\Delta}{1 - \alpha} \quad Q = \frac{\alpha \Delta}{1 - \alpha}$$

5 Conclusions

We investigated the optimal interface selection of a virtual processor that is abstracted by the only bandwidth $\alpha$ and delay $\Delta$. We showed several interesting properties of the formulated optimization problem (such as quasiconvexity) that allow an efficient solution.
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