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Abstract

Several real-time systems include computational activities in which both activation rate and functionality are
related to the value of a state variable. For instance, in automotive systems, some of the tasks are triggered by
specific crankshaft rotation angles and change their functionality based on the angular velocity of the engine.

To deal with such a peculiar type of activities, this paper presents a new task model useful for specifying and
analyzing real-time activities with variable computational requirements and activation rates. Schedulability analysis
is presented under fixed and dynamic priorities for different scenarios, and design issues are discussed to determine
the speeds for triggering mode transitions. Finally, a number of research directions are highlighted to extend the
current results to more complex scenarios.

I. INTRODUCTION

Some embedded systems require the execution of periodic tasks whose activation rate depends on the value of a
state variable. For example, in avionic systems, altimeters are acquired more frequently at low altitudes. Similarly, in
mobile robot platforms, proximity sensors are acquired more frequently when the robot gets closer to an obstacle, so
their activation rate results to be inversely proportional to the obstacle distance. In automotive applications, several
tasks are linked to rotation (e.g., of the crankshaft, gears, or wheels), thus their activation rate is proportional to
the angular velocity of a specific device.

A potential problem with such a type of activities is that, for high activation rates, the corresponding utilization
can increase beyond a limit, eventually generating an overload condition on the processor. Under fixed priority
systems, the overload caused by such a task could delay some lower priority tasks beyond their deadlines, or even
prevent them to execute [1], thus leading to a functionality loss.

To avoid such problems, a common practice adopted in automotive applications is to properly design rotation
dependent tasks so that they automatically decrease their functionality for increasing speeds [2]. In fact, it is often
the case that at higher rotation speeds the system under control becomes inherently more stable, and therefore some
functions that must execute at lower speeds do not need to run at higher speed. This can be exploited to reduce
the execution time of rotation-driven tasks at higher rotation speeds. A discussion of the basic principles used in
an Engine Control Unit (ECU) has been addressed by Kim et al. [3]. Table I illustrates an example of a task with
four levels of functionality, specified for different speed intervals.

rotation (rmp) || functions to be executed
[0, 2000] £10; £2(); £3(0); £40; £50;
(2000, 4000 £1(0); £2(0); £30);
(4000, 6000 f10; £20;
(6000, 8000 £1();
Table |

EXAMPLE OF A TASK WITH A FUNCTIONALITY DECREASING WITH THE ROTATION SPEED.

The implementation of such a type of tasks is typically performed as a sequence of conditional if statements,
each executing a specific subset of functions [2]. For example, Figure 1 shows the pseudo code implementing the
task illustrated in Table I.
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task sample task {

omegal = 2000;
omega2 = 4000;
omega3 = 6000;
omega4 = 8000;

omega = read_rotation_speed();

if (omega < omega4) {

£10);

¥

if (omega < omega3) {
£2();

¥

if (omega < omega2) {
£30);

¥

if (omega < omegal) {
£4 () ;
£5();

¥

Figure 1. Typical implementation of a task with a functionality variable with the rotation speed.

The schedulability analysis of a task set that includes such a type of tasks requires estimating the worst-case
execution time (WCET) of each function and computing the overall task utilization for each rotation speed. In
particular, for the sample task reported in Table I, four different WCETs must be estimated, one for each execution
mode.

Under classical analysis, such modal relationships between activation period and WCET are difficult to model
and introduce unnecessary pessimism in the analysis, For high-utilization applications found in motor management,
such a pessimism can make the difference to the analysis result.

a) Contributions: In this paper we propose a new task model that formalizes the specification of rate-adaptive
tasks that are activated as a function of a physical variable (e.g., the crankshaft rotation speed) and self-adapt their
computational requirements to avoid overloading the system. Moreover, we describe a method for analyzing the
schedulability of such systems under both fixed priorities and Earliest Deadline First (EDF) scheduling [4], for
all possible values of the physical variable, not only in steady states conditions, but also taking system dynamics
into account. Finally, using the analysis carried out under EDF, a design method is proposed to determine a set of
safe rotation speeds at which mode switches must occur to avoid overload situations and keep a desired constant
utilization.

b) Paper structure: The rest of the paper is organized as follows. Section Il introduces the task model and
the adopted notation. Section 11l presents the schedulability analysis of systems that include rate-adaptive tasks in
quasi-static conditions in which the rotation speed is constant or changes slowly within a task period. The analysis
is presented under both fixed priorities and Earliest Deadline First scheduling. Section 1V analyzes the more realistic
case in which the rotation speed can change according to the typical system dynamics. Section V computes the safe
transition rates to keep the maximum utilization of a rate-adaptive task below a given bound. Section VI presents
some related work. Section VII concludes the paper and highlights some future research directions.

Il. TASK MODEL

In this paper, we consider a computing system that has to run a task set I of n tasks 71, ..., 7,. Each task can
belong to one of two different types: regular periodic or rate-adaptive. In the following, I',, denotes the subset of



regular periodic tasks, while I, denotes the subset of rate-adaptive tasks (I' = I',, U T',,,).

Both types of tasks are characterized by a worst-case execution time (WCET) C;, a period T;, and a relative
deadline D;. However, while for regular tasks such parameters are fixed, for rate-adaptive tasks all the three
parameters depend on a system variable. Since this work is motivated by providing a suitable support to automotive

applications, we consider the crankshaft rotation speed w of the car engine as the dynamic variable that determines
the actual parameters values of rate-adaptive tasks.

The activation period T;(w) of a rate-adaptive task is given by
27

Tw) =2 ®

The execution time C;(w) of a rate-adaptive task 7; can be model by defining a set of switching rotation speeds
O, = {w}, .., w""}, with m; equal to the number of modes of task 7;. Since a task has the same functionality in
any interval (wffl,wf?], the WCET of a rate-adaptive task can be defined as

Ci(w) = Ci(wf), Vw € (i, wf, 2)
for k =1,...,m;, where w) = 0 and C;(0) = C;(w}).

1

In addition, to precisely define the relative deadline of a rate-adaptive task during rate variations, we also define
a normalized deadline ¢;, expressed as a fraction of the period, independently of the current speed w, thus
Dj(w) = 6;Ti(w). 3)
Figure 2 graphically illustrates C;(w) for the sample task considered in Table I.
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Figure 2. Task WCET as a function of the rotation speed w.

The actual utilization u;(w) of a rate-adaptive task results to be

- Ciw)  wCi(w)
u;i(w) = Tiw) ~  2n 4)

and has the shape illustrated in Figure 3.

ui(w)

Figure 3. Task utilization as a function of the rotation speed w.



If the schedulability of the task set must be guaranteed for all possible values of the rotation speed, then the
processor utilization of a rate-adaptive task (U;]*) must be defined as the maximum utilization resulting for each
rotation speed, that is

w C;(w)
U = i = . 5
i = ax {ui(w)} L%%X{ o } (5)
It is worth observing that, by defining U;* as in Equation (5), the step function describing C;(w) lies entirely below
the hyperbole 27U; /w (represented by the dashed curve in Figure 2).

Note that C;(w) can also be expressed as a function of the activation period 7;(w). In this case, there is a
minimum period that is achieved at the maximum rotation speed w,,q, reachable by the system:

2w
Tmin =

(6)

Wmax

For the sake of clarity, Figure 4 illustrates C;(w) as a function of T;(w) for the sample task considered in Table I.
In this figure, U;* coincides with the slope of the dashed line.
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Figure 4. Task WCET as a function of the activation period.

I1l. SCHEDULABILITY ANALYSIS

This section illustrates how to analyze the schedulability of a task set that includes normal and rate-adaptive
tasks. We first consider the case in which tasks are scheduled using a fixed priority assignment and then the case
in which they are executed by the Earliest Deadline First (EDF) scheduling algorithm [4]. The analysis presented
in this section refers to steady-state conditions, where the rotation speed w is constant, or changing very slowly
within a period. The more general case in which the speed can change significantly within a task period is analyzed
in the next section.

A. Fixed-priority scheduling

Under fixed priority scheduling, if a rate-adaptive task is assigned the same priority level for all possible rotation
speeds, then task periods may not follow a Rate-Monotonic priority order [4] for all possible rates, thus the
schedulability analysis has to be performed using the Response Time Analysis (RTA) [5], even for tasks with
relative deadlines equal to periods. Note that schedulability methods based workload analysis [6], [7] are not suited
for such types of tasks, because the set of test points in which the test must be performed changes with w.

If the application includes a single rate-adaptive task, 7,, with priority P,, the response time of all tasks with
priority higher than P, can be computed with the classical iterative formula, without any change. The response
time R, of 7, is a function of the rotation speed w and, for a given w, can be computed by iterating the following
expression:

R =G+ Y[R @

j€hp(a) J

where hp(a) denotes the set of tasks with priority higher than P,.



The response time of a task 7; with priority P, < P, can be computed by iterating the following expression:

C+§:[

J€hp(3)

] ©®)

where, if 7; is rate-adaptive, both C'; and Tj are a function of w.
Hence, a periodic task set with a single rate-adaptive task 7, is schedulable under a fixed priority assignment if
and only if

Vi=1,...,n maxR;(w) < D;(w). 9)
we;
Note that the complexity of the test expressed in Equation (9) is m, times the complexity of the standard RTA
test.
If more than one task are rate adaptive, the definition of the response time requires more computations. Let w;
be the vector (wq,...,w;) of rotation rates of the first < highest priority tasks, and let ; = Q; x ... x Q;.
Definition 1: The worst-case response time of a task 7; is defined as

Ri = max Rl(wl) (10)

w; €Q;

with R;(w;) = R;(w1,...,w;) defined as the fixed point of the following iteration
R = Ci(w;)

(
' (k)
(k+1) _ (o R; e (11)
=Gl +.ZA {Tj(wj)-‘cj(wj)'

j€hp(i)

Unfortunately, computing the response-time in such a way has a complexity of [], |€2;| times the complecity
of the RTA, which is exponential in the number of tasks, due to the combinatorial number of all possible speed
configurations.

In the following, we propose an alternative schedulability test with reduced complexity, using an upper bound
of the response time, as stated in the next theorem.

1) Upper bound:

Theorem 1: Let Q; be the set of critical rotation rates of task 7; and let R; be the fixed point of the following
iteration:

R()—maXC( )

weN
_ g (12)
REkH)—maXC +Z max {[ A )-‘ C](w)},
J€hp(d)
Then,
R; < R;. (13)
Proof: Let w* = (w],...,w;) be the vector of rotation rates for which the maximum of (10) occurs, meaning
that

Ri = max Rl(wl) = Rz(wf)
we;
We prove Equation (13) by induction on the iteration counter of the response time recurrent definition.
a) Sep 0: At the initial condition we have

R = Cy(w}) < max Cj(w) = R

v weN; v



b) Inductive step: From the inductive hypothesis we have that
B < 7O,

Since the ceiling function is non-decreasing, we have

(k)
Vj,w, [ B, w C;(w)

IA
— |
SETE
el =
—_

9!

€

Tj(w)
Then,
C )
(k+1) _ * Rz (g%
R = Gl + Y Ty | G
j€hp(3) J
_ E(k) -
< * i (w?
Cl(wz)+ Z T](w*) Cj(w])
jehp(i) J
R"
Sineang(wz)Jngngg () Cj(w;)
j€hp(i)
:E(k‘-i-l)

hence, at any iteratign k, we have Rz(k) < Egk).
Now, let k* and & be the iteration index where the fixed point is reached for (11), with w = w*, and for (12),
respectively. Then,

R =R" <R" <R") -F,
which concludes the proof. [ |
Theorem 1 only proves that R; > R;, so it could be that R; is equal to the exact response time of (10).
Unfortunately, the next theorem shows that this is not true.
Theorem 2: There are cases in which R; > R;.
Proof: Let us consider two periodic tasks, 71 and 79, where 7, is rate adaptive, with parameters reported in
Table II.

Task C»L T;
T1 (wl) 5 10
T1 (WQ) 2 4

T2 4 20
Table I

TASK SET FOR THE COUNTEREXAMPLE.

For w = w; we have (for the sake of clarity, the dependency on w is not indicated in the formulas):

RY = Ci+Cr=5+4=9

(0)
1 _ R _ 9
R, = C2+|7T1“CI_4+’710-‘5_9'

Hence Ro(w1) = 9. For w = wy we have:

R;O) = (14+03=2+4=6

(0)
R2 — 6 —
cgj{le cl_4+u2_8

RY = 44 E—‘Q—&

Ry



Hence Ro(w2) = 8, and by Definition 1, the worst-case response time of 7; is
RQ = maX{Rg(wl), RQ(WQ)} =9.
However, by applying the test in Theorem 1 we have:

RY = Oyt max{Ci(w)}=4+5=9

=1 9 9 _
Ry’ = 4+max{[4—‘2,[10—‘5}—10

—(2) 10 10
4 — 2, —= = 10.
R, —i—max{[él-‘ ,{10 5 0

Hence R, > R, as required. ]
2) Lower bound: Here, a lower bound is provided for the task response time.
Definition 2: Let &~ be the index at which the iteration (12) reaches a fixed point, and let @; = (w1, ...,w;) be

the set of rotation rates for which the maxima at the k& iteration are reached.
We define a lower bound of the response time as

R; = R;(w;). (14)

The proof that R, is a lower bound to R; of (10) is straightforward, since R; is maximum over all possible
rotation rates, while R; is just the evaluation of the response time for one given set of rotation rates. Note that in
the counterexample illustrated in the proof of Theorem 2 the response time lower bound of task 7o was R, = 8,
since:

RY =4
e
RMY=41|7]2=6
1
o
R —a+|2|2=38
1
o
RY =44 1|2=8=R

B. EDF scheduling

If all tasks are scheduled by the EDF algorithms, then the case in which relative deadlines are equal to periods
(that is, when &; = 1 for all tasks) can easily be analyzed using the Liu and Layland schedulability test [4], where
the utilization U] of the rate-adaptive tasks has to be computed by Equation (5):

Ui+ ) U<t (15)
el 7€ e
If tasks have relative deadlines less than periods (that is, if some task has §; < 1), the schedulability analysis
must be performed using the processor demand criterion [8], where, for a rate-adaptive task, the demand bound
function becomes dependent on w, as follows:

dbfe(t,w) = V + T(;’)(w_) Di(“’)J Ci(w)

_ L%t vl 5Z~J Ci(w). (16)

For a single rate-adaptive task, 7, the feasibility test can easily be extended by checking whether, for all possible
rotation speeds, the processor demand is no larger than the available time ¢ for all ¢ € D, where D is the set of
absolute deadlines no larger than a given bound [9]. Note that D is also a function of w and that, for any given w?’
(1 < h <m), dbfl*(t,w) is a non decreasing function of w in those intervals in which C,(w) is constant, that is

Vwe (w ', wgl

Vit >0 dbff%(t,w) < dbfe(t,wh).



As a consequence, the feasibility test can be performed only for the given set of rotation rates w € Q,. Hence, a
periodic task set with a single rate-adaptive task 7, is schedulable by EDF if and only if

Yw € Qq, VE € D(w), Y dbfi(t) +dbfi(t,w) < t. (17)

TiEFp
Note that the complexity of the test expressed in Equation (17) is m, times the complexity of the standard Processor
Demand Test. However, extending the exact feasibility test to a task set with k rate-adaptive tasks, each with m

transition speeds, increases the complexity by a factor m*, due to the combinatorial number of all possible speed
configurations. Finding a sufficient test under EDF with reduced complexity is part of future work.

IV. HANDLING DYNAMIC CHANGES

In this section we analyze the case in which the rotation speed can change. The problem that may occur in this
situation is that, if a task 7; is activated at time ¢, when the rotation speed is w, if w increases, the task period may
be shorter than T;(w). In fact, let 6, be the angle at which 7; is triggered at time ¢y, when the rotation speed is w,
and let 1 = 6y + A6 be the next angular value at which 7; is triggered again. The situation is depicted in Figure 5.

01

to

I I I o

to th t1 t
Figure 5. Shaft angle as a function of time.

If the speed is constant, the angle 6(¢) will increase linearly as
Q(t) = 90 + WQ(t - to).

Hence, the value 61 = 6y + A will be reached at time
Af
ty=to+—
wo

leading to an activation period equal to A
Ti(wo) =t1 —to = —.
wo
If the speed is increasing, the activation period will be shorter than T;(wp). To compute the new period, 77/ (wy),
let us assume that the rotation speed can increase at most with a maximum angular acceleration «, so that the angle

6(t) will increase at most as a quadratic function of time:
1
0(t) = O + wo(t — to) + Ea(t —to)2.

Hence, the value 6, = 6y + A6 will be reached after an interval of time z (from ¢,) such that

1
wx + §Oé$2 = A6.

Solving the equation above, we have
—wo F w% + 2aA0
(6

T12 =

and, discarding the negative solution, we find

\/wg + 2aAf — wy

o

T (wo) = 22 =



Hence, if the schedulability of the task set has to be guaranteed in the worst-case scenario, at a given speed w, the
shortest activation period is not 7;(w) = Af/w but

Vw? 4+ 200 — AO AG?
Tiw) = Y t2eav-w A% 20 | o). (18)

a w 203

Note that
Vw >0 T/(w) < Ty(w).

However, as indicated by the first-order approximation in (18) and illustrated in Figure 6, where 7; and 7 are
plotted as a function of w (for a = 50 rad/sec? and Af = 27), the difference is more significant for small rotation
speeds. In particular, for w = 0 we have T7(0) = \/2A60/«.

05

045 |\,
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Figure 6. Periods T; and 77 as a function of w.

As a consequence, the actual utilization at speed w is not u;(w) = wC;(w)/2m, but
i TI(w)  Va? + 2080 — w

Therefore, the utilization of a rate-adaptive task needs to be re-defined as

aCi(w) }
U7 (w, o) = . 19
i) gle%x { Vw? + 2aA0 —w (19)

This result can be used at a design stage to set safe transitions rates such that the actual task utilization never
exceeds a desired utilization UZ.

V. SETTING SAFE TRANSITIONS

This section exploits the results of the schedulability analysis under the dynamic case to compute the safe
transition rates required to keep the task utilization below a given bound U ¢, provided at design time.

In Section IV we showed that, if w is the rotation speed detected at the activation time ¢, the actual period can
be shorter than 27 /w, because of the angular acceleration «.. This means that, if a rate-adaptive task is required to
have a maximum utilization U¢, then we can find the minimum 77 (w) that leads to U¢, that is
_G
=
Inverting Equation (18), we can derive w as a function of T/ (w):

W= % - %T;(w). (20)

and imposing 7} (w) = C;/U¢ in the equation above we get

T} (w)

w=—Ul- -—. (21)



So, given a rate-adaptive task 7; characterized by a set of m modes with WCETs Ci(l), e CZ.(m), Equation (21)

allows computing, for each computation time (Ji(k), the maximum transition rate that guarantees not to exceed a
desired utilization U¢:

Vk=1,...,m
(k) _ Af g ngk)

w, = ——=

oo™ 2ol

(22)

It is worth observing that the first term of the right-hand side of Equation (22) represents the maximum rate for
achieving utilization U¢ in a steady state condition, that is, when the rotation speed is constant (o = 0), whereas
the second term represents the amount that must be subtracted to take into account the period shrinking due to the
acceleration «.

Figure 7 provides a graphic understanding of this concept and illustrates the maximum transition rates that must
be adopted for a given set of modes with WCETSs Ci(l), e ,Ci(m) to keep the maximum task utilization no larger
than a given UZ. The dashed curve (plotted for A9 = 27) represents the maximum WCET C;(w) = AOU?/w
allowed in steady state conditions for each w, whereas the dotted curve represents the maximum WCET allowed
in dynamic mode, with maximum acceleration «, given by the following function:

Cilw) = T/(w) U = ”“““if‘M_“Uﬁ-
ct o
o 2nU¢ Jw
c®
LT o

Figure 7. Maximum transition rates to keep a maximum utilization no larger than UZ.

Being T;(w) = Af/w, from Equation (22) we can also derive the minimum transition periods that guarantee not
to exceed the desired utilization U

o) _ 280 CJU¢
i T 2°
200 — o (¢ ju¢)

(23)

Figure 8 provides a graphic understanding of this concept and illustrates the minimum transition periods that
must be adopted for a given set of m modes with WCETs Ci(l), . ,Ci(m), in order to keep the maximum task

utilization no larger than a desired Uid. The dotted line represents the function C;(w) = UZ.dTi corresponding to the
steady state condition.

VI. RELATED WORK

Tasks with variable rates have been considered in the real-time literature by several authors, but computation
times were typically considered to be constant for different rates.

Jeffay et al. [10], [11] proposed a rate-based execution abstraction, which generalizes the classical periodic and
sporadic scheme. According to such a model, a task specifies its expected rate as the maximum number x of
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Figure 8. Minimum transition periods to keep a maximum utilization no larger than UZ.

executions expected to be requested in any interval of length y, however the maximum computation time required
for any job of the task is fixed, while the actual distribution of events in time is arbitrary.

Velasco et al. [12] formulated the analysis for tasks activated by events linked to the dynamics of the plant to
be controlled. In this case, the activation pattern of the task is related the system dynamics.

In the multi-frame task model proposed by Mok and Chen [13], tasks are activated periodically, but the execution
time of each job varies according to a predefined pattern. Such a model has been later generalized by Baruah et
al. [14] to allow jobs to be separated by a varying interarrival time. However, in both cases the activation pattern
is known a priori and does not depend on any state variable.

Buttazzo et al. proposed the elastic task model [15], [16], where each task has a fixed computation time, but a
variable period, which can vary in a given range [T/"", T/%*]. In this approach, an overload condition generated
by a period variation is not handled by the task itself (through a self scaling of its functionality), but at the system
level. In particular, the overload is handled by properly compressing task utilizations as they were elastic springs
with given elastic coefficients, expressing the availability of each task in changing its period.

Beccari et al. [17], [18] proposed other methods for coping with overload conditions through period adjustments,
but task computation times do not adapt with the rate.

Tasks that adapt their computation times to cope with overload conditions have been considered by Abeni
and Buttazzo [19], who proposed a hierarchical feedback scheme that combines a global bandwidth compression
algorithm with a set of local (task-level) adaptation strategies, including multiple versions. However, each local
strategy only considers varying a single task parameter.

Mode change analysis [20], [21] is not suited for describing rate-adaptive tasks, since an infinite number of
modes would be required to describe such tasks for all possible rotation speeds.

The case of engine control tasks with activation rates and execution times depending on the angular velocity of
the engine has been addressed by Pollex et al. [22], who presented a sufficient schedulability analysis under fixed
priorities. The analysis, however, assumes that all the tasks with a variable rate depend on the same angular velocity,
which can be arbitrary, but fixed; also, the analysis is formulated using continuous intervals, hence it cannot be
immediately translated into a practical schedulability test, whose complexity has not been evaluated.

VII. CONCLUSIONS

Many real-time applications require the execution of periodic activities whose rate depends on the system state.
In automotive systems, a typical example of such a type of activity is represented by a task activated a specific
angles of the crankshaft, hence the higher the rotation speed, the higher the activation rate. The problem introduced
by such tasks is that for high activation rates their utilization can quite high, possibly creating an overload condition
that, especially under fixed priority scheduling, could prevent the execution of lower priority tasks, so losing some
functionality.

To handle such a problem and prevent overload situations, a common practice adopted by software engineers is
to disable some functions at high rates, so creating a task that change mode as a function of its activation rate.
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To analyze these type of systems and predict their timing behavior for all possible conditions, this paper proposed a
new task model in which a task that needs to change its activation rate can run in different modes, each characterized
by a specific functions and computational requirements. Each mode is active in a predefined range of values of the
variable (e.g., the crankshaft rotation speed) that determines the task activation period.

We have shown that the exact schedulability analysis of a system including rate-adaptive tasks can easily be
extended both under fixed priority scheduling and EDF, however the complexity of the resulting schedulability test
heavily depend on the specific assumptions. We have also shown how to determine the transition speeds that keep
the task utilization below a desired value.

Concerning the schedulability analysis, we have shown that, under fixed priority scheduling, the utilization test [4]
cannot be used, even when deadlines are equal to periods, because a Rate-Monotonic order could not be preserved
for all possible rates. On the other hand, workload analysis [6], [7] become too complex, since the test points
change as a function of the rotation speed. For a single rate-adaptive task, the Response Time Analysis [5] can
easily be extended by computing the response time for each critical rotation speed. For k rate-adaptive tasks with
m critical speeds, however, the complexity of the Response Time Analysis increases by a factor m*. To reduce
such a complexity, we proposed a simpler but only sufficient test to derive un upper bound of task response times,
with a complexity higher than RTA by a factor m.

Under EDF, we first have shown how to extend the utilization test for tasks with relative deadlines are equal to
periods. For tasks with constrained deadlines, the we have shown how to extend the processor demand criterion [8],
but additional work has to be done to propose a sufficient method with reduced complexity.

Although some results have been presented in this paper for analyzing a system including rate-adaptive tasks,
several problems remain to be solved to exploit such a task model in practical situations, including schedulability
tests with reduced complexity and their extensions under shared resources and multi-core platforms.
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