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Abstract—Several schedulability analysis models and results
are based on the assumption that the functional performance of
the system can be represented (abstracted) by a very simple task
model with release and completion time constraints. The hard
deadline model is probably the best known example. However,
several real applications, such as engine control challenge both
the task activation and execution time model, and also the
deadline abstraction and the hard schedulability assumptions.
Our project on the development of a Simulink based co-
simulation environment aims at a more detailed exploration of
the impact of (possibly late) response time on the performance of
complex control functions. We describe not only our cosimulation
framework, but also additional process steps and challenges that
relate to its use.

I. DESCRIPTION

Many results in real-time modeling, analysis, and schedul-
ing are based on the assumption that a timing task model
can abstract information on the functional performance of the
application or even its correctness by using a very simple set
of attributes and constraints. A typical example is the hard
deadline model as it applies to periodic or sporadic tasks.
However, both the task model and the deadline criticality
assumptions need to be often extended to cope with the
requirements of actual applications.

An example is the multiframe task model [1] that was
developed to cope with the requirements of multimedia en-
coding or decoding tasks, where a simple worst case execution
time assumption was too pessimistic to allow for an accurate
analysis. In addition, these applications usually cope with
temporary overloads by changing the functional behavior in
a way that could be represented as a mode change or by
an imprecise computation model. Other task models try to
cope with conditional executions or other types of inter-job
dependencies. Similarly, the hard deadline assumption was
challenged for most constrol applications. Deadline misses
could be easily tolerated in many cases and jitter plays a
significant role [7].

The analysis of fuel injection applications revealed the
needs for a further extension of the task model. The task
activation times are now associated with a physical process
(the rotation of the engine shaft) with a known dynamic,
and the task execution time is adaptive with respect to the
activation rate. These characteristics have been included in
the Adaptive Variable Rate task model [2]. However, what is
also missing from the current analysis is a refinement of the
deadline assumption. Even if all analysis papers on this model
assume hard deadlines, in reality, fuel injection controls can
miss deadlines without critical consequences. The only effect
is that the fuel injection is performed at an angle and with a
duration as computed in the previous cycle.

To better understand the impact of scheduling decisions on
the performance of engine control applications (and possibly
others), we developed a co-simulation framework in which
a model of the engine and all the components that impact
the internal combustion process is represented together with
a model of the engine controls and their execution in time
under the control of a scheduler. The models are integrated
in Simulink and allow to evaluate how performance and cost
metrics (output power, pollutants and noise) are affected by
scheduling policies and scheduling attributes.

Last year we presented the framework structure [3], and
the subsystems in it, including the engine model and the
extensions to the T-Res framework [4] for simulating the real-
time scheduler and the task execution times, including the
adaptive execution time behavior.

Since then, the framework has been enhanced to cope with
several other details of interest. The engine model has been
improved and the control models have been extended by
allowing for multiple fuel injections in a single cycle. The
multiple injection model provides the first justification for
an adaptive task execution behavior. However, in reality, the
control applications are quite complex and both the task model
and the adaptive behavior are more complex than what we
assumed in our early release.

In our talk, we discuss the most recent model improvements,
but also current efforts for including a more realistic model
of the controls in our cosimulation environment. The source
information for our improved model are the Amalthea model
in the FMTV challenge and an AUTOSAR model of an engine
control application, as discussed in [6].

The first possible outcome of our improved models is the
analysis of more accurate models for the description of the
impact of deadline misses on the application performance. The
m-k model [5] is a first attempt in this direction but has two
fundamental limitations. It is still a binary model, in which
the application is either safe or faulty, but has no indication
of a performance value. the second limitation is that the m-
k model does not account for the pattern in time of possible
deadline misses.

Finally, the simulation framework cannot live in isolation.
We highlight the many ways in which it needs to (or can) be
integrated in the development process. Some of the fundamen-
tal interactions are the following

• The simulation of the task (segment) executions require
WCET estimates. The WCET estimates can in turn be
obtained by analyzing code that could be obtained using
automatic generation techniques from the model itself.
Also, for most recent multicore automotive architectures,
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the WCET assumptions can not be independent from
assumptions on the task placement and even the allocation
of scratchpad memory.

• The function and task placement in multicore platforms
affects in a significant way the scheduling and the over-
all performance of the application. We discuss possible
options for integrating the placement definition (optimiza-
tion) and its outcome in the simulation model, possibly
in interative loops.
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