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Abstract—Engine control systems include computational activities that are triggered at predetermined angular values of the

crankshaft, and therefore generate a workload that tends to increase with the engine speed. To cope with overload conditions, a

common practice adopted by the automotive industry is to design such angular tasks with a set of modes that switch at given rotation

speeds to adapt the computational demand. This paper presents an exact response time analysis for engine control applications

consisting of periodic and engine-triggered tasks scheduled by fixed priority. The proposed analysis explicitly takes into account the

physical constraints of the considered systems and is based on the derivation of dominant speeds, which are particular engine speeds

that are proved to determine the worst-case behavior of engine-triggered tasks from a timing perspective. Experimental results are

finally reported to validate the proposed approach and compare it against an existing sufficient test.

Index Terms—Engine-control, cyber-physical systems, real-time analysis

Ç

1 INTRODUCTION

ENGINE control application belong to an interesting class
of real-time applications that are not suitably repre-

sented by a periodic or sporadic task model, since the acti-
vation of one or more tasks of interest occurs on a given
angular position of the engine shaft. In addition, to leverage
at best the computational resources, more complex control
functions are defined for low rates of the engine. When the
engine speed increases, computational load is shed, giving
rise to the Adaptive Variable Rate (AVR) task model.

In a 4-cylinder engine, for example, the injection of the
fuel for the odd numbered cylinders follows a cycle of two
rotations and is in phase opposition with the corresponding
injection for the even cylinders. Conventionally, the rotation
of the engine crankshaft and the phase within it are referred
to the Top Dead Center (or TDC) position of one of the cyl-
inders. When the engine speed increases, the code complex-
ity of some tasks is reduced and correspondingly, their
worst-case execution time is lowered. These modes of exe-
cution of variable complexity operate within given engine
speed ranges, defined at design time.

The timing analysis of applications that include AVR
tasks is not trivial, since the identification of the possible
worst-case scenario depends on the initial speed, the transi-
tion speeds, and the worst-case execution times for each
mode. In addition, the worst-case scenario for a task also
depends on the possible evolution of the engine speed
according to the physics of the engine, defined at least by

boundaries on the maximum and minimum angular
acceleration.

The definition of the transition speeds and the control
task implementations for the different modes are defined to
optimize a set of performance indexes, related to power,
fuel consumption, and emissions (among others) within
schedulability constraints. This process requires a fine tun-
ing of a significant number of configuration parameters,
often performed manually at the test bench.

Contribution. This paper presents an exact analysis (with
respect to a general physical model of the engine dynamics)
for a mixed task set that includes both regular periodic/spo-
radic tasks and AVR tasks managed under fixed-priority
scheduling, the policy mandated by the AUTOSAR stan-
dard (adopted by the vast majority of automotive compa-
nies). The analysis is valid for uniprocessor systems and
multiprocessor systems managed by partitioned fixed-pri-
ority scheduling.

The main purpose of the presented analysis is to explicitly
take into account the physical constraints of the considered
system during the characterization of the maximum compu-
tational demand generated by AVR tasks. In this way, it is
possible to precisely study mode-changes and release pat-
terns of AVR tasks, thus enabling the derivation of a method
for precisely computing their temporal interference on low-
priority tasks. The analysis integrates, extends and clarifies
previous work by the same authors. A full description of
the novel contributions is in Section 8 together with the dis-
cussion of the state of the art.

A model of engine-control applications for the purpose
of real-time analysis is first presented in Section 2, including
a model for the dynamics of a rotating crankshaft. The latter
is generalized in Section 7. The proposed analysis technique
is based on approaching the computation of the interference
as a search problem in the speed domain, which is dis-
cussed and formalized in Section 3. Then, in Section 4, the
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search space is studied to identify a set of pruning condi-
tions. The problem is demonstrably solvable by only consid-
ering a limited set of engine speeds (denoted as dominant
speeds), which allows computing the maximum response
time of tasks by studying some specific scenarios. Based on
these results, an algorithm is designed to efficiently perform
response-time analysis (Section 5). Section 6 reports an
experimental study that has been conducted to assess the
performance of the proposed approach and evaluate it
against the previous work. Section 8 discusses the related
work and Section 9 concludes the paper.

2 SYSTEM MODEL

This work considers a single rotation source (the crankshaft
of one engine) characterized by the following state variables:

� the rotation angle (u);
� the angular velocity (v);
� the angular acceleration (a).
It is assumed that the angular velocity v is limited within

the range [v�, vþ] and the acceleration a is limited within
the range [a�, aþ].

Section 2.1 introduces a model for engine control applica-
tions for the purpose of real-time (timing) analysis. To the
best of our knowledge and experience with a number of
automotive industries, the proposed model is appropriate
for describing a wide representative set of engine control
applications.

Then, Section 2.2 presents amodel for the physical dynam-
ics of the rotation source. To ease the presentation, such a
model is based on the simplifying assumption of constant
acceleration during a given angular intervalwithin one crank-
shaft revolution. This assumption is relaxed in a generalized
model (reported in Section 7), which allows computing mini-
mum inter-arrival times under arbitrary acceleration profiles
with unbounded jerk (i.e., infinite rate of change of the accel-
eration)—a conservative assumption that avoids incurring in
excessive complications for the purpose of this work. Thanks
to a set of monotonicity properties derived in the following,
the presented results are compatible with both models.

2.1 Application Model

The considered engine-control applications consist of a set
G ¼ ft1; t2; . . . ; tng of n real-time preemptive tasks. Each
task can either be periodic (i.e., activated at fixed time inter-
vals), sporadic (i.e., activated with a minimum inter-arrival

time) or an angular task (i.e., activated at specific crankshaft
rotation angles). Considering that angular tasks have a vari-
able inter-arrival time linked to the engine speed and adapt
their workload for different speeds, they are also referred to
as adaptive variable-rate tasks. In the following, the subset
of regular periodic/sporadic tasks is denoted as GP and the
subset of angular AVR tasks is denoted as GA, so that
G ¼ GP [ GA and GP \ GA ¼ ;. The overall utilization of GP

is denoted as UP . For the sake of clarity, whenever needed,
an AVR task may also be denoted as t�i .

Both types of tasks are characterized by a worst-case exe-
cution time (WCET) Ci, an inter-arrival time (or period) Ti,
and a relative deadline Di. However, while for regular peri-
odic/sporadic tasks such parameters are fixed, for angular
tasks they depend on the engine rotation speed v. In partic-
ular, an angular task t�i is characterized by an angular period
Qi and an angular phase Fi, so that it is activated at the
angles ui ¼ Fi þ kQi, for k ¼ 0; 1; 2; . . .. This means that,
when the engine is rotating at a fixed speed v, the inter-
arrival time of an AVR task is inversely proportional to the
engine speed and can be expressed as TiðvÞ ¼ Qi=v.

The angular phase Fi is relative to a reference position
called Top Dead Center (TDC) corresponding to the crank-
shaft angle for which at least one piston is at the highest
position in its cylinder. Without loss of generality, the TDC
position is assumed to be at u ¼ 0. An angular task t�i is also
characterized by a relative angular deadline Di expressed as a
fraction di of the angular period (di 2 ½0; 1�). In the following,
Di ¼ diQi represents the relative angular deadline.

AnAVR task t�i is typically implemented [10] as a setMi of
Mi executionmodeswith decreasing functionality, each oper-
ating in a predetermined range of rotation speeds. Modem of
anAVR task t�i is characterized by aWCETCm

i and is valid in
a speed range (vmþ1

i ;vm
i ], where v

Miþ1
i ¼ v� and v1

i ¼ vþ.
Hence, the set of modes of task t�i can be expressed as
Mi ¼ fðCm

i ;vm
i Þ;m ¼ 1; 2; . . . ;Mig. The WCET Ci;k of an

arbitrary AVR job Ji;k is expressed as a non-increasing step
function CiðvÞ of the instantaneous speedv at its release, that is

Ci;k ¼ CiðvÞ 2 fC1
i ; . . . ; C

Mi
i g: (1)

An example of a CiðvÞ function is shown in Fig. 1.
The implementation of AVR tasks can be performed as a

sequence of conditional if statements, each executing a
specific subset of functions [9], [10] (also denoted as runn-
ables in the automotive domain). Fig. 2 illustrates a sample
AVR task with four modes, v� ¼ 500 RPM, and vþ ¼ 6500
RPM. This example assumes that the read_rotation_

speed() function returns the instantaneous speed v at the
task activation time (not at the calling time of the function).

2.2 Rotation Source Model

For the purpose of analyzing the timing properties of engine
control applications that include AVR tasks, it is crucial to

Fig. 1. Worst-case execution time of an AVR task as a function of the
speed at the job activation.

Fig. 2. Implementation of an example AVR task.
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characterize the relation between the AVR task parameters
and the dynamics of the engine. In this section we make the
simplifying assumption that the engine acceleration has a
negligible variation during two consecutive jobs of an AVR
task, and is hence assumed constant within the angular
period of AVR tasks. Such an assumption significantly sim-
plifies the derivation of the inter-arrival time between two
consecutive jobs as a function of the engine state. On the
other hand, it can lead to the computation of optimistic
(overestimated) inter-arrival times. Although this model
has this drawback, numerical evaluations reveal that the
error introduced by the assumption of constant acceleration
is very marginal, especially when considering realistic
speed and acceleration bounds. Hence, in the following sec-
tions, this simplified model is used to ease the presentation
of the problem and of the solution. However, we idenfity
the fundamental properties on which all the proofs and the
analysis are based and in Section we show how the method
still applies to a quite general model of the dynamics that
removes all the limitations and inaccuracies of the constant
acceleration assumption.

Suppose that a job Ji;k of an AVR task t�i is released at
time tk with instantaneous engine speed vk. Following stan-
dard physical equations (e.g., as presented in [9]), the
release time tkþ1 of the next AVR job Ji;kþ1 assuming a con-
stant acceleration ak during ðtk; tkþ1� can be computed as
tkþ1 ¼ tk þ Tiðvk;akÞ, where

Tiðvk;akÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
k þ 2Qiak

q
� vk

ak
: (2)

In a similar way, the instantaneous engine speed vkþ1 ¼
Vðvk;akÞ at the release of the next job Ji;kþ1 can be com-
puted as vk þ akTiðvk;akÞ, which gives:

Viðvk;akÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
k þ 2Qiak

q
: (3)

If two consecutive jobs Ji;k and Ji;kþ1 are respectively
released when the engine has instantaneous speeds vk and
vkþ1, the inter-arrival time eTiðvk;vkþ1Þ between the two
jobs can be obtained by Equation (2), substituting ak from
Equation (3), which gives:

eTiðvk;vkþ1Þ ¼ 2Qi

vk þ vkþ1
: (4)

Considering a job Ji;k released with instantaneous speed
vk, Equation (4) can be used to compute the minimum
inter-arrival time eTm

i ðvkÞ such that the next job Ji;kþ1 is
released in mode m (if reachable with the acceleration
bounds)

eTm
i ðvkÞ ¼ eTiðvk;v

m
i Þ ¼

2Qi

vk þ vm
i

: (5)

Finally, given a job Ji;k released with instantaneous speed
vk and the inter-arrival time T to the next job Ji;kþ1, we
define eVðvk; T Þ as the instantaneous speed at the release
Ji;kþ1, computed from Equation (4)

eViðvk; T Þ ¼ 2Qi

T
� vk: (6)

It is also convenient to define the inverse function of
Equation (3), representing the initial speed vk that allows
reaching speed vkþ1 with constant acceleration ak, that is

V�
i ðvkþ1;akÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
kþ1 � 2Qiak

q
: (7)

In the analysis presented in the following sections, we also
define the engine speed after n job releases (following an arbi-
trary kth job), with constant acceleration a during ðtk; tkþn�;
such a value, denoted as Vn, can be recursively computed as
Vnðvk;aÞ ¼ VðVn�1ðvk;aÞ;aÞ, where V0ðv; aÞ ¼ v. Similarly
as in Equation (7), we define the inverse function
V�nðvkþn;aÞ ¼ V�ðV�ðn�1Þðvkþn;aÞ;aÞ, whereV�0ðv;aÞ ¼ v.

A summary of the notation is shown in Table 1.

2.3 Monotonicity of Inter-Arrival Times

Consider two consecutive jobs Ji;k and Ji;kþ1 with Ji;kþ1

released at a given speed vkþ1. Let vk and v0
k be two possible

speeds at the release of Ji;k. If vk > v0
k then eTiðvk;

vkþ1Þ < eTiðv0
k;vkþ1Þ. That is, the higher the speed at which

Ji;k is released, the lower the inter-arrival time to the next job.
Similarly, consider now the case in which Ji;k is released at a
given speed vk and let vkþ1 and v0

kþ1 be two possible speeds
at the release of Ji;kþ1. If vkþ1 > v0

kþ1, then also eTiðvk;
vkþ1Þ < eTiðvk;v

0
kþ1Þ. Finally, the function eTiðvk;vkþ1Þ is

simultaneously decreasing in the two variables, that is, if
vk > v0

k andvkþ1 > v0
kþ1 then

eTiðvk;vkþ1Þ < eTiðv0
k;v

0
kþ1Þ.

To end of generalizing the presented results, the monoto-
nicity of the function eTiðvk;vkþ1Þ (in both its variables) is
used in the following sections as a fundamental hypothes is
to identify the dominant speeds and construct the analysis
methods presented in this paper. In Section 7, these proper-
ties are shown to also apply to a very general model of the
engine dynamics.

TABLE 1
Main Notation Introduced in the System Model

Symbol Description

ti ith periodic task
t�i ith AVR task
CiðvÞ WCET of t�i as a function of the inst. speed
Cm

i WCET of modem of t�i
vm
i Maximum speed for modem of t�i

Qi Angular period of t�i
G Task set
GP Subset of G composed of periodic tasks
GA Subset of G composed of AVR tasks
Tiðvk; akÞ Inter-arrival time between the kth and ðkþ 1Þth

job instances, with constant acceleration ak

Viðvk;akÞ Speed at the release of job Ji;kþ1 assuming
Ji;k released at speed vk and acceleration akeViðvk; T Þ Speed at the release of job Ji;kþ1 assuming
Ji;k released at speed vk and the inter-arrival
time between Ji;k and Ji;kþ1 is TeTiðvk;vkþ1Þ Inter-arrival time between a job released at speed
vk and the following at speed vkþ1eTm

i ðvkÞ Minimum inter-arrival time between a job released
at speed vk and the following in modem

Vn
i ðvk;aÞ Speed after n jobs releases following job Ji;k

released at speed vk with constant acceleration a
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3 ADDRESSING INTERFERENCE AS A SEARCH

PROBLEM

Under fixed-priority scheduling, a task suffers interference
whenever it is prevented to execute due to the execution of
higher-priority tasks. This section explains how to compute
the interference generated by an AVR task on a set of lower
priority tasks.

Let J0 be a job of an AVR task t� activated at time t ¼ 0
with a speed v0, as shown in Fig. 3, and suppose that the
job executes for its WCET Cðv0Þ. Since the engine has accel-
eration a 2 ½a�;aþ�, there can be infinite instants of time at
which the next job can be activated. The earliest job activa-
tion time is given by the maximum acceleration aþ and
occurs after T ðv0;a

þÞ time units, while the latest activation
time occurs at the maximum deceleration a� after T ðv0;a

�Þ
units of time.

The execution mode of the next job J1 (and hence its
WCET) depends on the instantaneous speed of the engine
at its activation. Fig. 3 reports the single-job interference func-
tion iv0ðtÞ representing the envelope of the interference con-
tribution among all the possible subsequent jobs. The
instantaneous angular velocity v1 at the activation of J1 is
bounded in the range ½Vðv0;a

�Þ;Vðv0;a
þÞ� and depends on

the actual acceleration of the engine during the inter-arrival
time. Fig. 4 illustrates the tree of possible job sequences that
results by recursively applying such reasoning to each job
generated after J1.

The computation of the interference of an AVR task can
then be considered as a search problem in the speed domain,
where all possible job sequences and the composition of the
corresponding single-job interferences have to be analyzed
in a given time interval. Note that, being the speed domain
continuous, the search tree is infinite, that is, it includes an
infinite set of job sequences. This fact implies that any brute-
force search algorithm must quantize the speed domain in
order to produce a solution in a finite amount of time.

In addition, since the release of the first job must be
considered for each instantaneous speed v0 of the AVR set,

the search algorithm has to be applied for each speed
v0 2 ½v�;vþ�. Therefore, a speed quantization is also
needed, further complicating the problem.

The pseudo code of a brute-force search of the speed tree
using quantization is reported in Fig. 5. Starting with a job J0
released at t ¼ 0 with speed v0, the procedure is called as
Interference(v0; Cðv0Þ; 0Þ. TheMAXTIME parameter repre-
sents the length of the time interval withinwhich the interfer-
ence needs to be computed. Each recursive instance of the
Interference procedure represents a job activated at time
t with instantaneous speed v and P is the sum of all the
computational requests imposed by the previous jobs. At each
recursive step, the algorithm (i) terminates a branch when
reaching the end of the time interval of interest (lines 3-4);
(ii) keeps track of the computational requests accumulated at
time t via the sub-procedure UPDATEINTERFERENCE (line 4); (iii)
explores (with quantization) the speed domain allowed by the
acceleration bounds a� and aþ by computing the inter-arrival
time to the next job (lines 6), accumulating the overall compu-
tational request (line 7), and recursively calling the function
INTERFERENCE to explore the sub-tree (line 8).

Besides providing only an approximate (and possibly
unsafe) analysis due to quantization, this approach is very
expensive in terms of computational complexity and intrac-
table for most practical cases. In the following, the problem
is formalized in order to derive a method for exploring the
speed domain with a tractable complexity still providing an
exact interference analysis.

3.1 Formalization

Definition 1. A job sequence s of an AVR task t� is a sequence of
consecutive jobs J0; . . . ; Jns , where each job Jk is released with
instantaneous engine speed vk.

Definition 2. A job sequence s is valid if any two consecutive
jobs are released at speeds that are compatible with the accelera-
tion range; that is, 8vk; k ¼ 1; . . . ; ns;vk 2 ½Vðvk�1;a

�Þ;
Vðvk�1;a

þÞ�.
The interference of an AVR task is characterized by an infi-
nite set of possible valid job sequences in a given time win-
dow ½0; t�. Let SðtÞ be such a set. Intuitively, each path in the
search tree represents a job sequence.

Each sequence s 2 SðtÞ generates an interference IðsÞðtÞ,
which is a function of v0 and vk; k ¼ 1; . . . ; ns, because it
depends on the speed evolution pattern experienced by the
AVR task. In general, IðsÞðtÞ can be expressed as

IðsÞðtÞ ¼ Cðv0Þ þ
Xns
k¼1

CðvkÞ step t�
Xk
j¼1

eT ðvj�1;vjÞ
 !

;

Fig. 3. Possible activations after a job released at speed v0. Different
colors indicate different modes of the AVR task. Constant acceleration
between two consecutive jobs is assumed. The interference iv0 ðtÞ gen-
erated by the next job is also shown.

Fig. 4. Search tree representing the possible job sequences for an AVR
task.
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where

stepðxÞ ¼ 1 if x � 0

0 if x < 0:

�

Ideally, to cope with all possible speed evolution pat-
terns, all the job sequences s 2 SðtÞ have to be considered to
obtain a characterization of the interference (as in the
algorithm of Fig. 5). Clearly, this is not viable for practical
purposes. The following sections present a technique for
drastically reducing the number of job sequences that must
be explored, while still guaranteeing an exact characteriza-
tion of the interference.

4 REDUCING THE SEARCH SPACE THROUGH

DOMINANT SPEEDS

For each job released at a given speed, only a finite set of fol-
lowing job releases must be taken into account to derive the
maximum interference. This section first explains how to
compute such critical job releases and then derives a prun-
ing method for the search problem presented in the previ-
ous section. Before proceeding, it is necessary to formalize
the notion of single-job interference.

4.1 Single-Job Interference

To compute the potential interference generated by a single
job Ja, it is necessary to consider all the possible activations
of the next job Jaþ1 that are compatible with the acceleration
range ½a�;aþ�.
Definition 3. Given a job Ja of an AVR task released at engine

speed va at time ta, the single-job interference ivaðdÞ of Ja is
the maximum computational request generated by Ja and the
next job Jaþ1, in the interval ½ta; ta þ d�, for all possible releases
of Jaþ1 at taþ1 ¼ ta þ d.

As shown in Section 3, the activations of a job are related
to the engine dynamics, and the future release times and
modes of Jaþ1 are constrained by the maximum/minimum
acceleration of the engine. At time ta, it is ivað0Þ ¼ CðvaÞ to
account for the computational request of Ja. If the maxi-
mum acceleration of the engine is aþ, then clearly no job
can be activated in ½ta; ta þ d�, if d 2 ½0; T ðva;a

þÞÞ; hence, in
this interval ivaðdÞ ¼ CðvaÞ.

For T ðva;a
þÞ � d � T ðva;a

�Þ, a release of the next job
Jaþ1 is possible and must be correspondingly considered by
ivaðdÞ. The earliest possible release occurs in the case of
maximum acceleration aþ, while the latest occurs in the
case of maximum deceleration a�. Depending on the engine
dynamics, Jaþ1 can be activated in a number of different

modes. The larger the acceleration/deceleration range, the
greater the number of possible modes. Being ½Vðva;a

�Þ;
Vðva;a

þÞ� the range of possible engine speeds at the release
of Jaþ1, such a job can be in any mode m0 such that vm0 2
½Vðva;a

�Þ;Vðva;a
þÞ�.

For d > T ðva;a
�Þ, there are no releases of Jaþ1; therefore,

the interference is given by the computational request of the
latest possible job release time, that is, ivaðdÞ ¼ CðVðva;a

�ÞÞ.
In general, ivaðdÞ is a non-decreasing step-wise function,
where each step represents the release of a different mode
m0. An example of single-job interference is illustrated in
Fig. 3 (plot in the middle).

Based on the above definition, it is possible to derive a
theorem that states a dominance condition between the sin-
gle-job interferences of two jobs.

Theorem 1. Let Ja and Jb be two jobs released in mode m, and
let va and vb be the instantaneous engine speeds at their respec-
tive release times. If va � vb and CðVðva;a

�ÞÞ ¼
CðVðvb;a

�ÞÞ, then 8d � 0; ivaðdÞ � ivbðdÞ.
Proof. The proof is trivial for va ¼ vb. Hence, let us assume

va > vb. Since, for a given a, both T ðv;aþÞ and T ðv;a�Þ
are monotonic decreasing functions in v, we have:

(i) T ðva;a
þÞ � T ðvb;a

þÞ;
(ii) T ðva;a

�Þ � T ðvb;a
�Þ.

From (i) we can derive that ivaðdÞ ¼ ivbðdÞ ¼ Cm for
d < T ðva;a

þÞ. For T ðva;a
þÞ � d < T ðvb;a

þÞ we have
ivbðdÞ ¼ Cm (job releases after Jb cannot occur before
T ðvb;a

þÞ), while ivaðdÞ is larger because of the possible
job releases following Ja. Hence, in the range
T ðva;a

þÞ � d < T ðvb;a
þÞ, we have ivaðdÞ > ivbðdÞ.

For d � T ðvb;a
þÞ two scenarios are possible:

� T ðvb;a
þÞ � T ðva;a

�Þ, i.e., the steps of the two sin-
gle-job interference functions are overlapped in
time. Consider a fixed (but arbitrary) time instant d
in this range, which corresponds to the inter-arrival
time to the next jobs—namely Jaþ1 and Jbþ1, respec-
tively. In this case, for T ðvb;a

þÞ � d � T ðva;a
�Þ,

we have eVðva; dÞ < eVðvb; dÞ. Therefore, job Jaþ1

will always be released at an higher speed than
Jbþ1. As a result, being CðvÞ non-increasing,
CðeVðva; dÞÞ > CðeVðvb; dÞÞ, hence ivaðdÞ � ivbðdÞ.

Finally, for d > T ðva;a
�Þ, ivaðdÞ ¼ CðVðva;

a�ÞÞ þ Cm. By hypothesis, we note that the maxi-
mum computational request of Jbþ1 is CðVðvb;
a�ÞÞ ¼ CðVðva;a

�ÞÞ. Hence, ivaðdÞ � ivbðdÞ.
� T ðvb;a

þÞ > T ðva;a
�Þ, i.e., the two single-job

interference function are non-overlapped in time.
This case follows as the one discussed above for
d > T ðva;a

�Þ.
Having shown that ivaðdÞ � ivbðdÞ in each possible

time interval, the theorem follows. tu
Fig. 6 shows a typical scenario in which Theorem 1 holds,

related to the case T ðvb;a
þÞ � T ðva;a

�Þ.

4.2 Pruning Conditions for the Search Space

Unfortunately, Theorem 1 is not sufficient to discard all the
single-job interferences generated by the jobs following a
job Jb that is compliant with the theorem hypothesis.

Fig. 5. Procedure for computing the interference of an AVR task using
brute-force on the search domain.
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For example, consider a generic job instance Jb for which
the single-job interference is dominated by the one of job Ja.
Since (by hypothesis) va � vb, a job Jbþ1 immediately fol-
lowing Jb could be released at a speed lower than those of all
the possible jobs instances Jaþ1 immediately following Ja.
As a consequence, at the following step, job Jbþ2 (immedi-
ately following Jbþ1) can also be released at speeds lower
than all possible jobs instances Jaþ2 (immediately following
Jaþ1). Since function CðvÞ can assume higher values for
lower speeds v, the single-job interference generated by
Jbþ1 can be higher than those of all possible jobs Jaþ1. A situ-
ation in which this happens is illustrated in Fig. 7.

Formally speaking, the minimum speeds at which Jaþ2

and Jbþ2 can be respectively activated are vaþ2 ¼ V2ðva;a
�Þ

and vbþ2 ¼ V2ðvb;a
�Þ with vaþ2 � vbþ2. Therefore, since it

can happen that Cðvbþ2Þ > Cðvaþ2Þ, there exist some instan-
ces of Jbþ2 that cannot be pruned in favor of all valid
sequences Ja; Jaþ1; Jaþ2.

Taken in isolation, Theorem 1 cannot provide an effective
pruning condition to compute the maximum interference.
What is needed is a pruning method that allows discarding
an entire sub-tree during the search for the maximum inter-
ference, i.e., all possible job sequences following a job Jb in
favor of all possible sequences following another job Ja.

Before proceeding, it is convenient to introduce the
notion of interference envelope.

Definition 4. The interference envelope Iv0ðtÞ is the maximum
interference produced by all possible valid job sequences
J0; . . . ; Jn in the interval ½0; t�, with J0 released at time t ¼ 0
and speed v0.

Thanks to this definition, it is possible to precisely define
the objective of this section, that is finding a method to dis-
card a job Jb in favor or another job Ja (respectively released
at speeds vb and va) such that 8t � 0; IvaðtÞ � IvbðtÞ.

We begin by noting that, under particular conditions, the
maximum interference generated by some job sequences is
dominated by an interference envelope.

Lemma 1. Consider an arbitrary (but valid) job sequence s ¼
Jb; Jbþ1; . . . ; Jbþn. Let Ja and Jb be two jobs released in mode
m at time t ¼ 0 and at speeds va and vb, respectively, with
va � vb. If job Jbþ1 is released at a speed vbþ1 2 ½Vðva;
a�Þ;Vðva;a

þÞ�, then 8t � 0; IvaðtÞ � IðsÞðtÞ.
Proof. Since vbþ1 � Vðva;a

�Þ, then job Jaþ1 (immediately
following Ja) can also be activated at speed vbþ1. Let
taþ1 ¼ eT ðva;vbþ1Þ be the inter-arrival time between Ja
and Jaþ1 if the latter is activated at speed vbþ1. 8t � 0, any

valid job sequence starting with Ja and Jaþ1 cannot gener-
ate an interference higher than Cm þ Ivbþ1

ðt� taþ1Þ. Being
such sequences valid job sequences following Ja (released
at speed va), it must also be

8t � 0; Cm þ Ivbþ1
ðt� taþ1Þ � IvaðtÞ:

Consider now the sequence s and let tbþ1 ¼ eT ðvb;vbþ1Þ
be the inter-arrival time between jobs Jb and Jbþ1. Simi-
larly as argued above, the interference IðsÞðtÞ generated by
s can be bounded as 8t � 0; IðsÞðtÞ � Cm þ Iwbþ1

ðt� tbþ1Þ:
Being va � vb, due to the monotonicity property of

inter-arrival times (see Sections 2.3 and 7.1), it follows
that taþ1 � tbþ1, which implies

8t � 0; Iwbþ1
ðt� taþ1Þ � Iwbþ1

ðt� tbþ1Þ:
Therefore, 8t � 0

IvaðtÞ � Cm þ Ivbþ1
ðt� taþ1Þ � Cm þ Iwbþ1

ðt� tbþ1Þ � IðsÞðtÞ:
Hence the lemma follows. tu
Lemma 1 can be used to derive the following key theo-

rem that expresses a dominance relationship between two
interference envelopes.

Theorem 2. Let Ja and Jb be two jobs released in modem, and let
va and vb be the instantaneous engine speeds at their respective
release times. If va � vb and 8n 2 N�0; CðVnðva;a

�ÞÞ ¼
CðVnðvb;a

�ÞÞ, then 8t � 0; IvaðtÞ � IvbðtÞ.
Proof. The proof is trivial for va ¼ vb, therefore in the fol-

lowing we assume va > vb. The strategy consists in dem-
onstrating that, for any valid job sequence s that starts
with Jb, there exists a valid sequence s0 starting with Ja
whose interference dominates the one of s. We proceed
by constructing an inductive argument on the number of
jobs n � 1 after Jb 2 s.

Base Case (n ¼ 1). Since va � vb, both Ja and Jb are
released in the same mode m and CðVðva;a

�ÞÞ ¼
CðVðvb;a

�ÞÞ. Hence, by Theorem 1 the dominance holds
for job sequences that include a single job (n ¼ 1) after Jb.

Inductive Step (n > 1). Suppose that the theorem holds
for all possible job sequences starting with Jb except

Fig. 6. Example of a scenario in which Theorem 1 holds.
Fig. 7. Example in which Theorem 1 is not sufficient to discard all the
interferences generated by the jobs following Jb. There exists a job Jbþ2

that is released at a speed that is lower than the one at which any job
Jaþ2 can be released. Consequently, the interference caused by jobs fol-
lowing Jb (dashed line) is not dominated by the one generated by jobs
following Ja. The function t�ðvÞ in the graph is defined as t�ðvÞ ¼ T ðv;
a�Þ þ T ðVðv;a�Þ;a�Þ.
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those that include more than n jobs after Jb and
8k ¼ 0; . . . ; n;vbþk < Vkðva;a

�Þ, where vbþk is the speed
at the release of Jbþk. Let s ¼ Jb; . . . ; Jbþn; Jbþnþ1 be one of
such job sequences.

Consider also the job sequence s0 ¼ Ja; . . . ; Jaþn where
each job Jaþk is released at speed Vkðva; a

�Þ. Let taþn and
tbþn be the release times of Jaþn and Jbþn, respectively.
Being all jobs in s released at lower speeds than the ones
in s0, due to the monotonicity property of inter-arrival
times it must be tbþn > taþn.

Since function CðvÞ is non-decreasing and 8n 2 N�0;
CðVnðva;a

�ÞÞ ¼ CðVnðvb;a
�ÞÞ (by hypothesis), every pair

of jobs Jaþk and Jbþk, with k ¼ 0; . . . ; n, is released in the
same mode. As a consequence, the computational
request accumulated up to times taþn � � and tbþn � � by
sequences s and s0 is the same, say P > 0 (with � > 0
arbitrary small). That is, IðsÞðtbþn � �Þ ¼ Iðs

0Þðtaþn � �Þ ¼ P.
For t � tbþn, the interference IðsÞðtÞ generated by s can

be upper-bounded by exploiting the single-job interfer-
ence of Jbþn as follows:

8t � tbþn; I
ðsÞðtÞ � Pþ ivbþn

ðt� tbþnÞ:

Now, since CðVnþ1ðva;a
�ÞÞ ¼ CðVnþ1ðvb;a

�ÞÞ (by
hypothesis), then also CðVðvaþn;a

�ÞÞ ¼ CðVðvbþn;a
�ÞÞ.

Therefore, Theorem 1 can be applied, which allows con-
cluding that 8d � 0; ivaþnðdÞ � ivbþn

ðdÞ. Thanks to this
result, it is now possible to bound IðsÞðtÞ as follows:

8t � tbþn; I
ðsÞðtÞ � Pþ ivbþn

ðt� tbþnÞ
� Pþ ivaþnðt� tbþnÞ � Pþ ivaþnðt� taþnÞ:

Since Pþ ivaþnðt� taþnÞ copes with the interference gen-
erated by the ðnþ 1Þth job after Ja, and Ja is released at
speed va, it must also be that

8t � taþn;Pþ ivaþnðt� taþnÞ � IvaðtÞ:

As a consequence, being taþn < tbþn, we can finally con-
clude that also 8t � tbþn; I

ðsÞðtÞ � IvaðtÞ holds.
By Lemma 1, the interference generated by all the pos-

sible job sequences with Jbþnþ1 released at speed
vbþnþ1 � Vnðva;a

�Þ (possible only if Vðvbþnþ1;a
þÞ �

Vnðva;a
�Þ) are dominated by IvaþnðtÞ. Therefore, the the-

orem holds for all the possible job sequences starting
with Jb except those that include more than nþ 1 jobs
after Jb with 8k ¼ 0; . . . ; nþ 1;vbþk < Vkðva;a

�Þ. Hence,
the induction has to proceed only for job sequences s
under the latter conditions.

Having shown that the interference generated by
sequences s—with an arbitrary number n of jobs after
Jb—is dominated by the interference envelope IvaðtÞ, the
theorem follows. tu
When exploring the search tree, jobs are generally

released at different times, which is not the case considered
in the hypothesis of the theorem above. A simple, but useful
corollary of Theorem 2 can be derived to cope with this
scenario.

Corollary 1. Theorem 2 also holds if Jb is released later than Ja.

Proof. Let ta and tb be the respective release times of Ja and
Jb. Without loss of generality assume ta ¼ 0. If Theorem 2
holds, then 8t � 0; IvaðtÞ � IvbðtÞ. Therefore, if tb >
ta ¼ 0, then also 8t � 0; IvaðtÞ � Ivbðt� tbÞ holds. tu

4.3 Dominant Speeds and Critical Job Sequences

Theorem 2 allows solving the search problem discussed in
Section 3 by exploring a limited set of job sequences. During
the search for the maximum interference, for every pair of
jobs Ja and Jb that satisfies the conditions of Theorem 2, job
Jb can be discarded in favor of Ja. By extensively applying
this reasoning, it can be concluded that the maximum inter-
ference generated by an AVR task can be computed by only
taking into account a limited set of engine speeds, which will
be referred to as dominant speeds. The notion of dominant
speeds allows computing the exact interference with a con-
tained complexity and avoiding quantization.

Several approaches can be adopted to compute such dom-
inant speeds: indeed, a super set of dominant speeds can eas-
ily be computed, e.g., bymanually checking the conditions of
Theorem 2 with a binary search. A more accurate technique
for computing dominant speeds is presented in Section 4.4.

Using the notion of dominant speeds, it is also possible to
define a critical job sequence for an AVR task.

Definition 5. A critical job sequence for an AVR task t� is a job
sequence where each job is released at a dominant speed.

The main property of the critical job sequences is that for
each non-critical job sequence s0 there exists a critical job
sequence s whose interference dominates the one of s0. For-
mally, if CSðtÞ is the set of the possible critical job sequences
in the time window ½0; t�, and SðtÞ is the set of all possible
valid job sequences in the same internval, then

8s0 2 fSðtÞ n CSðtÞg
9s 2 CSðtÞj 8t0 2 ½0; t� IðsÞðt0Þ � Iðs

0Þðt0Þ:
(8)

Based on this result, the worst-case interference caused
by an AVR task t� is generated from a sequence of jobs
belonging to one of the critical sequences.

4.4 Computing the Dominant Speeds

The dominant speeds in a given range ½vb;va� can be deter-
mined by exploiting Theorem 2 as follows. Let v� be highest
speed less than va for which the condition of Theorem 2
does not hold. This means that all the interference envelopes
IvðtÞ for speeds v 2 ðv�;va� are dominated by IvaðtÞ.

Note that speed v� can be readily found by inverting the
conditions of Theorem 2. That is, for each value of n (num-
ber of look ahead steps in the search tree), we compute the
speed vðnÞ

a ¼ Vnðva;a
�Þ, and then the maximum speed

v�;ðnÞ < vðnÞ
a such that CðvðnÞ

a Þ 6¼ Cðv�;ðnÞÞ, corresponding to
the speed for which the theorem hypothesis are violated.
Since function CðvÞ is non-increasing, such a speed v�;ðnÞ

can always be found.1 Also speed v�;ðnÞ must be a switching

1. The only exception is related to speeds vðnÞ
a < v1, i.e., lower than

the first switching speed of the AVR task. In this case, the dominance is
automatically satisfied since it is not possible to violate the hypothesis
CðvðnÞ

a Þ ¼ C v�;ðnÞ� �
of Theorem 2. In other words, it is not possible to

have a mode change decelerating from speed vðnÞ
a .
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speed for the AVR task, being the first speed for an adjacent
mode in deceleration.

Given a value for n, it is possible to compute a candidate
for speed v�, denoted as v

ðnÞ
C . Speed v

ðnÞ
C can then be easily

computed by using the inverted physical equation of
Vnðv;a�Þ, that is v

ðnÞ
C ¼ V�nðv�;ðnÞ;a�Þ. Finally, since the

conditions of Theorem 2 must hold 8n 2 N�0, speed v� is
computed as the maximum of all such candidates, that is,
v� ¼ maxn2N�0

fvðnÞ
C g. Such a speed is then stored as a domi-

nant speed. The same reasoning is applied starting from
speed v�, until reaching the minimum speed vb of the con-
sidered interval. Being the speeds domain limited in the
range ½v�;vþ�, the maximum value for n is bounded to
maxfn 2 N�0 j Vnðva;a

�Þ � v�g.
The technique for computing the dominant speeds is

summarized in the algorithm reported in Fig. 8.
An example of application of the algorithm GETDOMI-

NANTS is illustrated in Fig. 9.

4.5 Additional Pruning

By leveraging another simple observation, it is possible to
further reduce the jobs sequences that have to be explored
to compute the maximum interference.

Consider two jobs Ja and Jb simultaneously released in
the same mode m and at dominant speeds va and vb,
respectively, with va � vb. If Vðva;a

�Þ < Vðvb;a
þÞ, i.e.,

the interval of possible speeds at the release of the next
jobs Jaþ1 and Jbþ1 are overlapped, then it may exist a
dominant speed v� 2 ½Vðva;a

�Þ;Vðvb;a
þÞ� that is reach-

able by both va and vb after one angular period of the
AVR task. A procedure that computes the interference by
only relying on dominant speeds would consider domi-
nant speed v� at least two times, both as a follower of va

and vb.
However, the maximum interference can be computed

(without loosing accuracy) by considering the dominant
speed v� only as a follower of va. Let Jaþ1 and Jbþ1 be the
jobs following Ja and Jb, respectively, released at speed
v�. Due to the physical nature of the inter-arrival times
between jobs, being va � vb, job Jaþ1 will be released before
job Jbþ1. Since the same system state (speed v�) can be
reached earlier by Jaþ1, and the computational demand of
jobs Ja and Jb is the same (as they are both released in the
same mode), the job sequences following Jbþ1 can be dis-
carded in favor of the exploration of the job sequences fol-
lowing Jaþ1.

In other words, any job sequence following Jbþ1 will
never generate an interference higher than the maximum
interference generated by the job sequences following Jaþ1.

Since, in the considered job sequences, the dominant
speed v� is reachable as an immediate follower of both va

and vb, and va � vb, then it follows that v� � Vðva;a
�Þ.

Therefore, this additional pruning condition follows directly
from Lemma 1.

5 EXACT RESPONSE-TIME ANALYSIS

This section derives the response time analysis for a set of
AVR and periodic/sporadic tasks with constrained dead-
lines (both angular and temporal). The analysis first consid-
ers the case of a single AVR task interfering with a periodic
task set and then addresses the dual case in which a peri-
odic task set creates interference on a single AVR task. The
extension to multiple AVR tasks activated by the same rota-
tion source is considered in Sections 5.1.2 and 5.3. This
extension does not consider AVR tasks with different angu-
lar periods and phases: their analysis determines several
complications and it is left as future work.

The proposed method builds upon standard response-
time analysis [1] for fixed-priority scheduling, which aims
at computing the length of the longest busy-period for a
task ti (i.e., an interval of time without idle times where
only ti and its higher-priority tasks execute).

5.1 Response Time of a Periodic Task Interfered by
an AVR Task

Let ti be a periodic task suffering interference from a set of
regular periodic tasks and a single AVR task t�, all having
higher priority than ti. In the following, the set of periodic
tasks having higher priority than ti is denoted as hpðiÞ and
the set of critical job sequences in the interval [0; Di] is
denoted as CSðDiÞ, or simply as CS.

For a particular job sequence s of t�, the response time of
ti, denoted as R

ðsÞ
i , can be expressed as

R
ðsÞ
i ¼ min

t�0
Ci þ IðsÞðtÞ þ

X
tj2hpðtiÞ

t

Tj

� �
Cj ¼ t

8<
:

9=
;: (9)

Note that the response time R
ðsÞ
i may tend to infinity

under overload conditions. Here, to simplify the presenta-
tion, its computation is derived by assuming that the R

ðsÞ
i is

implicitly bounded by Di þ 1 for any job sequence s. It is
worth observing that, for the purpose of schedulability, this
assumption does not impact the analysis.

The challenging part in the analysis is the computation of
the interference IðsÞðtÞ imposed by the AVR task for all the

Fig. 8. Algorithm for computing the dominant speeds in a generic speed
range ½vb;va�.

Fig. 9. Example of the result produced by algorithm GETDOMINANTS when
applied to a range of speeds ½vb;va�. The algorithm produces three dom-
inant speeds: va;v

D
1 and vD

2 . The interference envelope Iva ðtÞ domi-
nates all the interference envelopes IvðtÞ for speeds v 2 ðvD

1 ;va�.
Similarly, IvD

1
ðtÞ dominates the ones for speeds v 2 ðvD

2 ;v
D
1 � while

IvD
2
ðtÞ dominates the ones for speeds v 2 ½vb;v

D
2 �.
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possible job sequences s. The following theorem formalizes
that the response time of ti can be computed by only consid-
ering the critical job sequences in the interval [0; Di].

Theorem 3. The response time Ri of a periodic task ti interfered
by an AVR task t� is the maximum response time over all pos-
sible critical job sequences generated by t�, that is

Ri ¼ max
s2CS

R
ðsÞ
i : (10)

Proof. By contradiction, suppose that there exists a non-crit-
ical job sequence s0 =2 CS such that R

ðs0Þ
i > Ri. Then, to

avoid the completion of ti before (or at) time Ri, it must
be that at time Ri, the sequence s0 caused more interfer-
ence to ti than when interfered by critical sequences, i.e.,
8s 2 CS; Iðs0ÞðRðsÞ

i Þ > IðsÞðRðsÞ
i Þ. Hence, for each critical job

sequence s, there exists a time instant at which IðsÞ is
dominated by the interference of the non-critical job
sequence s0. This contradicts the main property of critical
job sequences expressed by Equation (8), hence the theo-
rem follows. tu
Before proceeding, it is worth noting that the use of the

maximum interference IðtÞ ¼ maxv0Iv0ðtÞ that an AVR task
can generate in a given time window of length t prevents
the derivation of the exact response time, as highlighted by
Stigge and Yi [21], [22] in the context of the digraph real-
time task model. In fact, the speed sequences that generate
the critical job sequences s 2 CS (that contribute to IðtÞ)
may be mutually exclusive. Thus, simply computing their
maximum interference may lead to a sequence of speeds
that cannot occur in practice. In other words, by computing
the interference envelope we lose the information about the
sequence of speeds that may generate the envelope.

To better clarify this point, which at a first look may
appear counter-intuitive, consider the case where the
response time of a periodic task ti is computed when it is
interfered by an high-priority AVR task t�. Also, assume
that the set CS is composed of only two sequences, i.e.,
CS ¼ fsa; sbg. Fig. 10 shows the two interferences IðsaÞðtÞ
and IðsbÞðtÞ originated by the two job sequences sa and sb,
respectively, and the corresponding interference envelope
IðtÞ, computed as the maximum between IðsaÞðtÞ and
IðsbÞðtÞ. As clearly visible from the plots, the envelope IðtÞ
leads to a response time Rmuch higher than those resulting
from the two concrete interferences (note that in the graph
the response time is the time instant at which the

computational demand matches the processor supply). In
other words, the concrete job sequences of t� contributing
to IðtÞ (the actual ones that t� can generate), lead to a
response time smaller than R.

In general, since the determination of the time atwhich the
processor is idle cannot be computed without a full knowl-
edge of the tasks involved in the busy-period of ti, it is not
possible to compute a priori the interference of an AVR task.
In other words, the maximum response time Ri is originated
from different sequences s 2 CS depending on the interfer-
ence of the higher priority tasks. Hence, contrary to classical
periodic tasks, to characterize the exact response time it is not
possible to abstract the interference of t� by using a single
value of interference for each time instant t. To address this
issue, the solution proposed in this paper consists of comput-
ing the interference on the fly while the response time of ti is
computed, exploring the domain of the CS set.

5.1.1 Algorithm for Computing the Response Time

According to Theorem 3, to compute the response time Ri, it
is necessary to identify all possible critical job sequences
s 2 CS and then compute the response time R

ðsÞ
i for each

sequence s.
This section presents an algorithm to efficiently compute

Ri by evaluating the critical job sequences on-the-fly and only
when needed, providing additional pruning in the search of
the speed space and significant speedup for the analysis.
To implement the pruning, the algorithm leverages both
Theorem 2, which serves to identify dominant speeds, and
the additional pruning method discussed in Section 4.5,
which allows discarding some dominant speeds in particu-
lar scenarios.

The proposed algorithm (reported in Fig. 12) visits the
speed tree with pruning using the concept of dominant
speeds while discarding the job sequences that would result
in an idle time (for priority level i) earlier than one of the
candidate response times. The algorithm operates recur-
sively for increasing time values. At any point in time, the
main function of the algorithm, RespTime, computes the
contribution to the interference of one additional job activa-
tion. RespTime is called by passing

� the priority index i of the task for which the response
time is computed (used to evaluate the contribution
to the interference from the set of periodic tasks);

� the current speed v (at the time the job of t� is
activated);

� the current time t;
� the execution time requestsP (the contribution to the

interference of t�) accumulated up to time t; and
� a set E of dominant speeds that have not to be consid-

ered (according to the pruning conditions discussed
in Section 4.5).

Note that the algorithm always terminates when the cur-
rent time t exceeds the deadline of ti.

Each time RespTime is called, v is one of the dominant
speeds and t the candidate point in time for the activation of
a job released at speed v.

First, given t, v and P, the algorithm computes the next
possible idle time (an example is illustrated in Fig. 11), which
corresponds to the tentative response time of ti as if no other

Fig. 10. Example with two job sequences sa and sb in which the interfer-
ence envelope (continuous line) leads to an over-estimated response time
R. The exact response time isRðsbÞ, which is given by job sequence sb.
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jobs of the AVR task would be released. This can be com-
puted via a standard fixed-point iteration starting from time
t and accounting for P units of interference generated by the
AVR task. Such a tentative response time is also stored as
candidate for themaximum response time of ti (line 7).

Subsequently, the procedure GETDOMINANTS is used for
computing the dominant speeds in the range of possible
instantaneous speed at the activation of the next job, that is
½Vðv;a�Þ;Vðv;aþÞ� (line 9). Some of such dominants speeds
can be discarded by looking at the set E (line 10). The overall
set of dominant speeds that have to be considered is stored
into D.

Then, the algorithm proceeds by iterating over the domi-
nant speeds into the set D in descending order (line 5), each
of these representing a possible branch explored by the
algorithm. For each dominant speed vnext 2 D, the algo-
rithm computes the time Tnext after which the next job can

be activated at speed vnext (line 17). If such a job can be acti-
vated after the idle time, then the corresponding branch is
discarded (such as the one released at speed vp in Fig. 11).
Otherwise, if the job can be activated before the idle time
(such as the one released at speed vd in Fig. 11), then it is
considered for the next recursive call.

To leverage the pruning conditions discussed in Section 4.5,
the algorithm keeps track of the dominant speeds explored
by the immediate following recursive branches. To this end,
each recursive call of the algorithm returns the set of domi-
nant speeds that have been considered; such speeds are then
collected by the parent branch into the set Enext (lines 20-21).
Since dominant speeds are explored in descending order, the
conditions of Lemma 1 can only be violated when the next
job is released in a mode different than the one previously
considered for filling the set Enext. In this case, the algorithm
invalidates the set Enext (line 14), thus not enforcing the prun-
ing conditions discussed in Section 4.5.

Fig. 13 shows the algorithm to check the schedulability of
ti using the procedure RespTime. Procedure Schedula-

bilityTest starts by computing the initial dominant
speeds in the full range allowed for engine speeds, (i.e.,
½v�;vþ�). Then, for each initial dominant speed v0, the
response time candidates are computed. Since all the candi-
dates represent response-time values related to possible job
sequences starting from v0, the maximum R of such candi-
dates is taken as response time for speed v0. If the response
time R exceeds the deadline Di, then ti is not schedulable;
otherwise, if R results lower (or equal) than Di for each ini-
tial dominant speeds, then ti is schedulable.

5.1.2 Interference from Multiple AVR Tasks

This section extends the analysis by considering the interfer-
ence from multiple AVR tasks triggered by the same rotat-
ing source (which is a relevant case in engine-control
applications [15]).

When computing the response time of a periodic task ti
interfered by a set of AVR tasks hpAðtiÞ ¼ ft�0; t�1; . . . t�pg that
have the same angular period and phase (assumed as 0 for
convenience), the interference from the tasks in the AVR set
is equivalent to the interference from a single task t�k, as
their release times are always implicitly synchronized.

Task t�k is constructed as follows. Consider the union of
the mode speeds of the AVR tasks and sort them from vþ to
v�. The cardinality of the set gives the number of modes for
t�k (at most the sum of the number of modes for all the AVR

Fig. 12. Procedure for computing the response time of a task ti inter-
fered by an AVR task.

Fig. 11. Pruning and branching in the algorithm for computing the
response time. The figure considers a job J of an AVR task released at
time t. The thick line indicates the single-job interference for J: The solid
part considers jobs following J that are released before the idle time,
while the dashed part refers to the jobs that would be released after the
idle time, hence not contributing to the exact response time.

Fig. 13. Procedure describing the schedulability test for a task ti.
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tasks). Each mode m of t�k is defined by the corresponding
speed range ðvmþ1

k ;vm
k � and a worst case execution time

Cmk ðvÞ ¼
P

t�
j
2hpAðtiÞ Cjðvm

k Þ: At this point, the approach pre-
sented in the previous section can be applied.

Note that, in the presence of AVR tasks with different
angular periods or different angular phases, their release
times are not anymore synchronized, hence the proposed
approach does not work. Nevertheless, their behavior is not
totally independent, as they are still triggered by the same
rotation source. The consideration of such task sets requires
new theoretical foundations, as the response-time algorithm
would have to take into account multiple search problems in
the speed domain that are coupled by the same evolution of
the engine speed over time. For this reason, this extension is
left as future work.

5.2 Response Time of an AVR Task Interfered by
Periodic Tasks

Let us now consider the response time of an AVR task t�

interfered by periodic tasks (assuming there are periodic
tasks having higher priority than t�).

Since the response time of t� depends on the instanta-
neous speed v0 at which it is released, we have

Rðv0Þ ¼ mint�0 Cðv0Þ þ
X

ti2hpðt�Þ

t

Ti

� �
Ci ¼ t

8<
:

9=
;;

where hpðt�Þ denotes the set of periodic tasks having higher
priority than t�.

Note that the dependency on the speed v0 can be
removed by considering each mode of t�, so obtaining a
response-time value for each modem ¼ 1; . . . ;M, that is

Rm ¼ min
t�0

Cm þ
X

ti2hpðt�Þ

t

Ti

� �
Ci ¼ t

8<
:

9=
;:

Finally, the schedulability of t� can be checked by verify-
ing that Rm � DðvmÞ for each mode m ¼ 1; . . . ;M, where
DðvmÞ is the shortest temporal deadline of t� in mode m,
computed by Equation (2) in the special case of ak ¼ aþ and
Qi ¼ Di, so obtainingDðvÞ ¼ ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 þ 2Diaþ

p
� vÞ=aþ:

5.3 Response Time of an AVR Task Interfered by
Other AVR Tasks

This section addresses the schedulability of an AVR task t�i
interfered by both periodic tasks and multiple AVR tasks
that have the same angular period of t�i . When multiple

AVR tasks with the same angular period are considered,
only one job for each high-priority AVR task can produce
interference, i.e., a single computation time must be
accounted for. The set of AVR tasks having higher priority
than t�i is denoted as hpAðt�i Þ.

As done in Section 5.2, the dependency from the speed
v0 2 ½v�;vþ� can be removed by considering eachmodem of
t�i and computing the reponse time for each m. Once the
mode of t�i is selected, each higher priority AVR task
t�j 2 hpAðt�i Þ may be in a finite set of modes mj;k; . . . ; mj;n

such that the intersection of the speed ranges form and any of
themj;p with k � p � n is not empty (as shown in Fig. 14). The
possible interference of each higher priority AVR task t�j only
changes at the boundary speeds of its modes. Hence, these are
the only (finite) number of speeds that need to be considered.

Formally, to guarantee the schedulability of t�i , the fol-
lowing conditions must be satisfied: for each mode m of t�i ,
8t�j 2 hpAðt�i Þ [ ftig

8vm0
j 2 ðvmþ1

i ;vm
i � Rm

i ðvm0
j Þ � Diðvm0

j Þ;
where

Rm
i ðvÞ ¼ min

t�0
Cm

i þ
X

t�
j
2hpAðt�

i
Þ
CjðvÞ

8><
>: þ

X
tj2hpðt�i Þ

t

Tj

� �
Cj ¼ t

9=
;:

6 EXPERIMENTAL RESULTS

This section presents a set of experimental results aimed at
comparing the exact schedulability analysis presented in this
paper with the sufficient ILP-based analysis for AVR tasks
presented by Davis et al. in [11]. Both schedulability tests
have been implemented and applied to synthetic workloads
for comparison. The ILP-based formulation has been imple-
mented using the IBM CPLEX solver, whereas the proposed
algorithmhas been implemented in C++. To ensure a broader
comparison, the proposed schedulability test has also been
compared against two other tests proposed in [11] and the
utilization bound for EDF scheduling proposed in [3], [9].

Since the ILP-based analysis of Davis et al. requires a
quantization on the speed domain, a step of 100 RPM was
adopted, as suggested by the authors. Our analysis discrimi-
nates 1 RPM in the computation of the dominant speeds. It is
alsoworth noting that the approach presented in [11] consid-
ers a slightly different task model in which mode-change is
triggered as a function of an estimation of the instantaneous
speed through the average speed in the previous inter-
arrival time. The ILP formulation [11] leads to some inconsis-
tencies in the computation of the interference for low speed
values: the problem has been fixed by the authors in a techni-
cal report [12], taken as a reference for our comparison.

In the experiments, the rotation source is assumed to
range from v� ¼ 500 RPM to vþ ¼ 6500 RPM, which are
typical values for a production car engine. As done by Davis
et al. [11], the values for the acceleration have been selected
such that the engine is able to reach the maximum speed
starting from the minimum one in 35 revolutions, obtaining
aþ ¼ �a� ¼ 1:62 10�4 rev/msec2.

6.1 Workload Generation

The experiments have been performed on a task set consist-
ing of n periodic tasks and an AVR task. Given an overall

Fig. 14. Identifying the contributions of the higher priority AVR task
modes to t�i . The figure considers a mode m for an AVR task t�i and
shows the mode of the high-priority AVR task (set hpAðt�i Þ) that overlap
with the corresponding speed range ðvmþ1

i ;vm
i �. The black dots indicate

the switching speeds.
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target utilization UP for the set of periodic tasks, each peri-
odic task is generated as follows:

� The utilization Ui of each task ti is randomly gener-
ated using the UUniFast [2] algorithm such thatPn

i¼1 Ui ¼ UP . The minimum utilization of each peri-
odic task is enforced to Umin ¼ 0:005;

� Task periods Ti are randomly generated (with a uni-
form distribution) in the range ½3; 100�msec;

� Deadlines for periodic tasks are implicit, i.e.,Di ¼ Ti;
� Execution times are computed as Ci ¼ UiTi.
Observe that the case of multiple AVR tasks with a com-

mon activation source can be modeled as a single AVR task
(also called representative AVR) as discussed in Section 5.1.2.

Given a target utilization U� for the representative AVR
task, its parameters are generated as follows:

� The angular period is Q ¼ 2p (causing a task activa-
tion for each engine revolution);

� The angular deadline is implicit, i.e., D ¼ Q;
� The number of modes M is randomly generated in

the range ½Mmin;Mmax�. The values defining the
range are parameters for the definition of the experi-
mental setup;

� A random mode m0 is selected to have the maximum
utilization Um0 ¼ U�. The utilization Um of the other
modes m 6¼ m0 is randomly generated in the range
½0:85U�; U��;

� The maximum speed vm of each mode m < M is
randomly generated in the range ½1000; 6000� RPM.
The maximum speed for mode 1 is always set at the
maximum speed vþ. Once the boundary speeds for
the mode transitions are generated, they are checked
to ensure a minimum separation between any two
values. If the minimum separation between any two
speeds is below 3000=M RPM, then all speeds are
discarded and the set is generated again;

� The computation time Cm of each mode m is defined
as Cm ¼ UmQ=wm. If the generated computation
times are not monotonically increasing with respect
to modes, then they are discarded, and a new set is
generated.

The overall utilization of the set of periodic and AVR
tasks is U ¼ UP þ U�. Task priorities are assigned according
to the Rate Monotonic order (i.e., the lower the period, the
higher the priority), where the period of the AVR task is
considered as T � ¼ Q=vþ, that is, its lowest possible inter-
arrival time.

The approaches compared in the experiments are
denoted as:

� EXACT - The analysis presented in Section 5;
� ILP - The analysis proposed in [11] using the revised

ILP constraints of [12].
� VRB-L2 - The VRB-L2 test proposed in [11]

(Equation (7)).
� SPORADIC - The standard response-time analysis

where AVR tasks is converted to sporadic tasks tak-
ing the maximum execution time and the minimum
inter-arrival time (denoted as RTA-SP in [11]).

� EDF-U-BOUND - The utilization-based test for EDF
proposed in [3], [9] (note that, under the

experimental setting considered here, the bound pro-
posed in [3] is the same as the one of [9]).

Note that the analysis presented in this paper does not
apply to EDF scheduling, therefore the results for the EDF-
U-BOUND test do not enable a fair comparison; rather, they
should be intended as representative for the performance
that can be obtained with dynamic-priority scheduling.

6.2 Experiment 1

The first experiment was carried out to measure the sched-
ulability ratio of the two approaches as a function of the
overall utilization U of task set composed of n ¼ 5 periodic
tasks and an AVR task with Mmin ¼ 4 and Mmax ¼ 8. The
utilization of the AVR task was computed as U� ¼ ruU . For
each value of the utilization, the two schedulability tests
were executed over 500 randomly generated task sets.

Fig. 15(a) shows the results of this experiment when the
utilization U varies from 0.3 to 0.95, and for ru ¼ 0:4.
Clearly, both tests tend to degrade as the system load
increases. In the range ½0:7; 0:95�, the EXACT analysis
improves the schedulability with respect to the ILP test,
being able to admit 6 times more task sets for U ¼ 0:9.
Fig. 15(b) shows the results of a similar experiment carried
out for ru ¼ 0:6, where the gain in schedulability of the
EXACT test over ILP is 10 times more for U ¼ 0:9. Both fig-
ures also report the difference of the two schedulability
ratios to better appreciate the results.

Note that the achieved improvement of the proposed
analysis exactly occurs in the workload range where these
applications typical operate (80 percent utilization or
higher). The performance gap with respect to the VBR-L2
and SPORADIC tests is not surprising and is in line with
the results presented in [11]. The results also confirm the
excellent performance of EDF scheduling, as it has been
observed in [4].

6.3 Experiment 2

A second experiment was carried out to better evaluate the
dependency of the schedulability ratio on the utilization of
the AVR task by varying the factor ru ¼ U�=U from 0.05 to
0.9. For each value of ru, the two schedulability tests
(EXACT and ILP) were executed over 500 randomly gener-
ated task sets composed of n ¼ 5 periodic tasks and an AVR
task withMmin ¼ 4 andMmax ¼ 8.

The results of this experiment for U ¼ 0:85 are reported
in Fig. 15(c). As visible from the plots, the gain in schedul-
ability of the EXACT test increases with ru, until reaching a
significant improvement around ru ¼ 0:5. Notice that, for
high values of the AVR utilization (ru 2 ½0:6; 0:85�) the ILP
analysis shows a saturation effect in the schedulability ratio,
whereas the EXACT test is still able to admit 2 times more
task sets than ILP. Finally, it is worth observing that, in the
considered setting, the SPORADIC test is totally ineffective,
while the performance gap between ILP and VRB-L2 tends
to reduce as ru increases.

6.4 Experiment 3

Another experiment has been done to measure the schedul-
ability ratio of the two methods when the number M of
modes of the AVR task varies from Mmin to Mmax. The
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overall utilization of the task set is fixed to U ¼ 0:85, and the
utilization of the AVR task is U� ¼ 0:4U . For each value of
M, 500 task sets have been randomly generated including
n ¼ 5 periodic tasks.

Fig. 15(d) shows the results of this experiment, when M
is varied from 3 to 12. Note that both the tests decrease their
performance as M increases, but the improvement of the
EXACT test over ILP increases with the number of modes
M or, equivalently, with the number of AVR tasks, as
observed at the beginning of Section 6.1. Concerning the
SPORADIC and VRB-L2 tests, the same observations made
in the previous section also hold for this experiment.

6.5 Running Times

Another set of experiments has been carried out to measure
the running time of the schedulability test proposed in this
paper. The implementation has been compiled with GCC
4.9.2 for Windows with all the optimizations enabled (-O3
flag). The tests have been executed on a machine equipped
with a quad-core Intel i7 processor running at 3.5 GHz. The
implementation is sequential (i.e., no parallelism has been
exploited).

The results for four representative configurations are
reported in Fig. 16: the parameters of each configuration
are reported in the captions above the graphs. The graphs
show both maximum and average running times of the
analysis (for an entire task set) as a function of the utiliza-
tion U , the number of periodic tasks n and the number of
modes M of the AVR task. Specifically, insets (a) and (b)
refer to Experiment 1, inset (c) refers to Experiment 2, and
inset (d) refers to Experiment 3. For each tested value of
the parameter that has been varied, the schedulability test
has been executed on 1,000 randomly generated task sets.

As can be observed from the graphs, all the collected
maximum running times are below 1 second for the config-
urations of insets (a), (b) and (c). The maximum running
times increase up to 4 seconds only as a function of the

number of modes (inset (d)): this happens because the num-
ber of dominant speeds increases with the number of
modes, thus determining an increasing number of scenarios
that have to be considered in the analysis. Finally, also note
that the average running times are always in the order of a
few milliseconds and far from the maximum values for all
the four configurations.

Overall, this set of experiments clearly shows that the
running time of the proposed analysis is perfectly compati-
ble with the time-frame of off-line design activities. Further
improvements in terms of speed-up can also be achieved
with a carefully optimization of the implementation and/or
by exploiting parallelism.

7 GENERALIZATION TO ARBITRARY

ACCELERATION FUNCTIONS

The assumption of constant acceleration, on which the
model presented in Section 2.2 is based, can lead to the com-
putation of optimistic (larger) inter-arrival times between
two jobs of an AVR task, when using function eT ðvk;vkþ1Þ.
Given two jobs Ji;k and Ji;kþ1 of an AVR task t�i , respectively
released at speeds vk and vkþ1, there can exist several non-
constant acceleration profiles that, when undertaken by the
rotation source, lead to lower inter-arrival times between
Ji;k and Ji;kþ1 with respect to the one related to the case of
constant acceleration.

To overcome this limitation, this section presents another
model for the rotation source. Differently from the one pre-
sented in Section 2.2, this model does not rely on the assump-
tion of constant acceleration, but it is based on limit-case
acceleration profiles that allow deriving a conservative lower-
bound on the inter-arrival time of AVR tasks. Such limit-case
acceleration profiles are obtained by considering bounded
acceleration but unbounded jerk (i.e., infinite rate of change for
the acceleration), which allows coping with any possible
acceleration profile that the rotation source can undertake.

Fig. 15. Schedulability ratio under four representative configurations as a function of the systemutilizationU (insets (a) and (b)), the relative utilization ru
of AVR tasks (inset (c)), and the number of modesM (inset (d)). The parameters of each configuration are reported in the captions above the graphs.
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Given an initial state X0 ¼ ½u ¼ 0;v ¼ va� and a final
state X1 ¼ ½u ¼ Qi;v ¼ vb�, it is known [8], [23] that, under
bounded speed and bounded acceleration, the acceleration
profile leading to the minimum time to reach state X1 from
stateX0 can be constructed as follows:

� accelerate with the maximum acceleration aþ until
reaching an intermediate speed vX, covering an
angle Qþ;

� decelerate with maximum deceleration a� from vX,
covering an angle Q� ¼ Qi �Qþ.

The method to compute the value of vX is explained in
the following. When the initial speed va is close to the maxi-
mum speed vþ, the desired value for vX may be larger than
the maximum speed (vX > vþ). In this case, the minimum
time is obtained with a slightly different acceleration profile:

� accelerate with the maximum acceleration aþ until
reaching the maximum speed vþ, covering an
angle Qþ

i ;
� remain at the maximum speed vþ for an angle Q¼;
� decelerate with maximum deceleration a� from

speed vþ, covering an angle Q� ¼ Qi �Qþ �Q¼.
The acceleration profiles in the two considered cases are

illustrated in Figs. 17(a) and 17(b), respectively. The inter-
arrival times under both cases will now be derived. For the
sake of simplicity, the intermediate algebraic steps needed
to obtain the results will be omitted.

Case (a). The acceleration profile in Fig. 17(a) is defined by
the following system of physical equations:

Qi ¼ Qþ þQ�

vX ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
a þ 2Qþaþ

q
vb ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
X þ 2Q�a�p

8>><
>>: :

Solving the above system of equations for vX gives

vX ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
aa

� � v2
ba

þ þ 2Qiaþa�

a� � aþ

r
: (11)

As a consequence, if two consecutive jobs Ji;k and Ji;kþ1

are respectively released at speeds va and vb, a safe lower-
bound eT ðva;vbÞ on the inter-arrival time between the two
jobs can be computed as

eTiðva;vbÞ ¼ vX � va

aþ þ vb � vX

a� : (12)

Case (b). The value vX (computed according to
Equation (11)) can be higher than the maximum speed vþ.
In this case, the acceleration profile in Fig. 17(b) leads to the
minimum time.

The first and the last part of the acceleration profile are
regulated by the following two equations:

vþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
a þ 2Qþaþ

q
vb ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvþÞ2 þ 2Q�a�

q
:

8<
:

By solving the two equations for Qþ and Q� we obtain
Qþ ¼ ððvþÞ2 � v2

aÞ=ð2aþÞ and Q� ¼ ðv2
b � ðvþÞ2Þ=ð2a�Þ.

Now, the angular distance Q¼ for which the rotation source
remains at constant speed vþ can be computed as Q¼ ¼
Qi � ðQþ þQ�Þ.

Once Q¼ is computed, if two consecutive jobs Ji;k and
Ji;kþ1 are respectively released at speeds va and vb, and
vX > vþ (according to Equation (11)), a safe lower-boundeT ðva;vbÞ on the inter-arrival time between the two jobs can
be computed as

eTiðva;vbÞ ¼ vþ � va

aþ þQ¼

vþ þ vb � vþ

a� : (13)

Fig. 16. Average and maximum running times (in seconds) of the EXACT analysis for an entire task set. The results consider four representative
configurations, which are reported in the captions above the graphs. Insets (a) and (b) refer to Experiment 1, inset (c) refers to Exper. 2 and inset
(d) refers to Exper. 3.

Fig. 17. Limit-case acceleration profiles (within the angular period of an AVR task) that lead to minimum inter-arrival times. A job Ji;k is released at
speed va (time t ¼ 0) and the following job Ji;kþ1 is released at speed vb after eTiðva;vbÞ time units.
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As for the model in Section 2.2, considering a given job
Ji;k released at instantaneous speed va, a particular case of
Equations (12) and (13) can be derived for computing the
minimum inter-arrival time eTm

i ðvaÞ to have the next job
Ji;kþ1 released in mode m (if reachable with the acceleration
bounds), that is eTm

i ðvaÞ ¼ eTiðva;v
mÞ.

7.1 Monotonicity of Inter-Arrival Times

This section shows that the same properties defined in
Section 2.3 also hold for amodel of the rotation sourcewithout
constant acceleration. Unfortunately, due to the analytical
complexity of Equations (12) and (13), it is not straightforward
to show the monotonicity properties of interest. Below, each
case is separately discussed.

Case (a). Given a speed vb, Equation (12) is not monotone
with respect to speed va. That is, given two speeds va and
va0 , with va > va0 , it may happen that eTiðva;vbÞ >eTiðva0 ;vbÞ. This can be also noted by looking at the sample
plot of Equation (12) shown in Fig. 18.

However, a physical interpretation of Equation (12) leads
to the conclusion that such cases are physically impossible,
i.e., the values for va for which Equation (12) is not mono-
tone correspond to speeds for which is not possible to reach
vb without violating the acceleration bounds.

This can be shown by studying Equation (12). The first
derivative of Equation (12) with respect to va is

@

@va

eTiðva;vbÞ ¼
va �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Qia

�aþþ a�v2a � aþv2
b

a�� aþ

q
aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Qia

�aþ þ a�v2a � aþv2
b

a�� aþ

q :

By equating the first derivative to zero, it is possible to
find the stationary point of Equation (12)

@

@va

eTiðva;vbÞ ¼ 0 ) va ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vb � 2Qia�

p
¼ V�

i ðvb;a
�Þ:

Such a point is a minimum and corresponds exactly to the
maximum speed fromwhich it is possible to reach vb without
violating the acceleration bounds. Therefore, Equation (12)
ismonotonically decreasingwithva for speedsva fromwhich
it is physically possible to reachvb.

In a similarmanner, it is possible to show that Equation (12)
is monotonically decreasing with vb, which allows con-
cluding that the equation is also simultaneously decreasing
in both variables. Hence, the same properties defined in
Section 2.3 hold.

Case (b). Equation (13) is also not monotone with respect
to va. However, it is possible to show that it is not monotone

only for speeds va that are outside the validity range. The
same approach used for case (a) applies.

The first derivative of Equation (13) with respect to va is

@

@va

eTiðva;vbÞ ¼ va � vþ

aþvþ :

By equaling the first derivative to zero, it is possible to
find the stationary point of Equation (13), that is

@

@va

eTiðva;vbÞ ¼ 0 ) va ¼ vþ:

Also in this case, such a point is a minimum. Clearly,
there cannot exist valid speeds va that are higher than the
maximum speed vþ, hence the monotonicity property holds
for all valid speeds va � vþ. In a similar manner, the same
can be shown for all valid speeds vb � vþ.

To summarize, if the function eTiðva;vbÞ is applied to
pairs of speeds va and vb that are compatible with the accel-
eration and speed bounds, in both the cases we have: (i) if
va > v0

a, then
eTiðva;vbÞ < eTiðv0

a;vbÞ; (ii) if vb > v0
b, theneTiðva;vbÞ < eTiðva;v

0
bÞ; and (iii) if va > v0

a ^ vb > v0
b, theneTiðva;vbÞ < eTiðv0

a;v
0
bÞ.

8 RELATED WORK

To the best of our records, a suitable model for AVR tasks
has been proposed for the first time in 2012 by Kim,
Lakshmanan, and Rajkumar [16], who derived preliminary
schedulability results under very simple assumptions. In
particular, their analysis applies to a single engine-triggered
task with a interarrival time always smaller than the periods
of the other tasks, and running at the highest priority level.
Negrean et al. [18] discussed the problem of analyzing the
mode-changes of engine-triggered tasks by means of stan-
dard mode-change analysis techniques. The paper also
addressed the case of multiprocessor systems under parti-
tioned scheduling. However, no analysis was detailed in
their work. In a keynote speech given at ECRTS 2012, Darren
Buttle gave [10] discussed some timing-related issues in
automotive software, presenting a common practice adopted
in automotive applications to adapt the functionality and the
computational requirements of engine-control tasks for dif-
ferent rotation speeds of the engine. Following Buttle’s key-
note, the real-time community started getting interested to
the analysis of engine-triggered tasks, producing various sol-
utions under different modeling approaches, assumptions,
and scheduling policies.

Preliminary results concerning the analysis of engine-
triggered tasks under fixed-priority scheduling have been pre-
sented by Pollex et al. [19], [20] in 2013. In [20], the authors
presented a sufficient schedulability analysis under the
assumption of arbitrary, but fixed engine speed, thus ignor-
ing the potentially dangerous effect caused by mode-
changes. Subsequently, in [19], the same authors proposed a
simple analysis based on a transformation of engine-trig-
gered tasks to sporadic tasks. The first relevant milestone is
due to Davis et al. [11], [12], who in 2014 presented a suffi-
cient ILP-based analysis for task sets including both peri-
odic and engine-triggered tasks, where the latter are
activated by the same rotation source. The physical

Fig. 18. Example plot of eT ðva;vbÞ as a function of va for vb ¼ 3000 RPM.
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constraints of the system have been considered for setting
up an ILP formulation that computes an upper bound of the
interference generated by engine-triggered tasks. The ILP
formulation applies to a given speed range, and hence
requires a quantization of the speed domain for being used
in a schedulability test. Feld and Slomka [13] derived an
analysis for variable rate tasks that with arbitrary angular
phases, but their approach cannot be applied in the pres-
ence of other periodic tasks.

The present paper extends the results presented in [6]
and [5] by including: (i) the generalization of the results to
make them independent from the rotation source model
and the corresponding consideration of arbitrary accelera-
tion patterns; (ii) an extended and more formal presentation
of the theoretical foundations for the derivation of dominant
speeds; (iii) an additional pruning condition that allows
speeding up the computation of response times; (iv) the
algorithm for computing dominant speeds; (v) additional
experimental results to evaluate the running time of the pro-
posed analysis technique.

Other authors looked into the dynamic-priority schedul-
ing of AVR tasks by adopting the earliest deadline first (EDF)
algorithm. Most relevant to this paper are the works by
Buttazzo et al. [9] and Biondi and Buttazzo [3], who pro-
posed utilization-based schedulability tests, and Guo and
Baruah [14], who proposed sufficient tests for constrained-
deadline tasks and speedup factors. Still concerning EDF
scheduling, Biondi et al. [4] presented an exact feasibility
analysis for AVR tasks based on dominant speeds. Finally,
Mohaqeqi et al. [17] provide an alternative analysis method
by transforming the AVR task model in a task digraph and
applying standard digraph analysis methods to the result-
ing model. On the design side, accurate heuristics for the
selection of the transition speeds (and the task priority)
have been presented by Biondi et al. [7], where the engine
performance is optimized with respect to a general speed-
dependent performance model.

9 CONCLUSION

This paper presented an exact response-time analysis for
task sets consisting of periodic/sporadic tasks and AVR
tasks with a common activation source, all managed
under fixed-priority scheduling. The analysis is based on
the notion of dominant speeds, which allow to drastically
restrict the scenarios that have to be considered for com-
puting the worst-case interference generated by AVR
tasks. This result allows a designer to precisely analyze
the behavior of engine control applications in the tempo-
ral domain, providing a method for predicting possible
overload conditions that could jeopardize the system per-
formance. Experimental results show that the proposed
approach always dominates the previous sufficient tests,
with significant improvements in terms of schedulability
for high processor workloads (80 percent utilization or
higher), which represent the typical operating conditions
of engine control applications.

As a future work, we plan to extend the response time
analysis to sets with multiple AVR tasks with different
angular periods and phases and possibly different indepen-
dent activation sources.

REFERENCES

[1] N. Audsley, A. Burns, M. Richardson, K. Tindell, and A. Wellings,
“Applying new scheduling theory to static priority pre-emptive
scheduling,” Softw. Eng., vol. 8, no. 5, pp. 284–292, Sep. 1993.

[2] E. Bini and G. C. Buttazzo, “Measuring the performance of sched-
ulability tests,” Real-Time Syst., vol. 30, no. 1/2, pp. 129–154, 2005.

[3] A. Biondi and G. Buttazzo, “Engine control: Task modeling and
analysis,” in Proc. Int. Conf. Des. Autom. Test Eur., Mar. 9–13, 2015,
pp. 525–530.

[4] A. Biondi, G. Buttazzo, and S. Simoncelli, “Feasibility analysis of
engine control tasks under EDF scheduling,” in Proc. 27th Euromi-
cro Conf. Real-Time Syst., Jul. 8–10, 2015, pp. 139–148.

[5] A. Biondi, A. Melani, M. Marinoni, M. D. Natale, and G. Buttazzo,
“Exact interference of adaptive variable-rate tasks under fixed-pri-
ority scheduling,” in Proc. 26th Euromicro Conf. Real-Time Syst.,
Jul. 8–11, 2014, pp. 165–174.

[6] A. Biondi, M. D. Natale, and G. Buttazzo, “Response-time analysis
for real-time tasks in engine control applications,” in Proc. 6th Int.
Conf. Cyber-Phys. Syst., Apr. 14–16, 2015, pp. 120–129.

[7] A. Biondi, M. D. Natale, and G. Buttazzo, “Performance-driven
design of engine control tasks,” in Proc. 7th Int. Conf. Cyber-Phys.
Syst., Apr. 11–14, 2016, pp. 1–10.

[8] J. E. Bobrow, S. Dubowsky, and J. S. Gibson, “Time-optimal con-
trol of robotic manipulators along specified paths,” Int. J. Robot.
Res., vol. 4, pp. 3–17, 1985.

[9] G. Buttazzo, E. Bini, and D. Buttle, “Rate-adaptive tasks: Model,
analysis, and design issues,” in Proc. Int. Conf. Des. Autom. Test
Eur., Mar. 24–28, 2014, pp. 1–6.

[10] D. Buttle, “Real-time in the prime-time,” in Proc. Keynote Speech
24th Euromicro Conf. Real-Time Syst., Jul. 12, 2012.

[11] R. I. Davis, T. Feld, V. Pollex, and F. Slomka, “Schedulability tests
for tasks with variable rate-dependent behaviour under fixed pri-
ority scheduling,” in Proc. 20th IEEE Real-Time Embedded Technol.
Appl. Symp., Apr. 2014, pp. 51–62.

[12] R. I. Davis, T. Feld, V. Pollex, and F. Slomka, “Schedulability tests
for tasks with variable rate-dependent behaviour under fixed pri-
ority scheduling,” Dept. Comput. Sci., Univ. York, Heslington,
York, U.K. Tech. Rep. YCS-2014–488, Jan. 2014.

[13] T. Feld and F. Slomka, “Sufficient response time analysis consider-
ing dependencies between rate-dependent tasks,” in Proc. Int.
Conf. Des. Autom. Test Eur., Mar. 9–13, 2015, pp. 519–524.

[14] Z. Guo and S. K. Baruah, “Uniprocessor EDF scheduling of AVR
task systems,” in Proc. ACM/IEEE 6th Int. Conf. Cyber-Phys. Syst.,
Apr. 2015, pp. 159–168.

[15] L. Guzzella and C. H. Onder, Introduction to Modeling and Control
of Internal Combustion Engine Systems. Berlin, Germany: Springer-
Verlag, 2010.

[16] J. Kim, K. Lakshmanan, and R. Rajkumar, “Rhythmic tasks: A new
task model with continually varying periods for cyber-physical
systems,” in Proc. 3rd IEEE/ACM Int. Conf. Cyber-Phys. Syst.,
Apr. 2012, pp. 28–38.

[17] M. Mohaqeqi, J. Abdullah, P. Ekberg, and W. Yi, “Refinement of
workload models for engine controllers by state-space parti-
tioning,” in Proc. 29th Euromicro Conf. Real-Time Syst., Jun. 2017,
pp. 11:1–11:22.

[18] M. Negrean, R. Ernst, and S. Schliecker, “Mastering timing chal-
lenges for the design of multi-mode applications on multi-core
real-time embedded systems,” in Proc. Embedded Real Time Softw.
Syst., Feb. 1–3, 2012.

[19] V. Pollex, T. Feld, F. Slomka, U. Margull, R. Mader, and G. Wirrer,
“Sufficient real-time analysis for an engine control unit,” in Proc.
21st Int. Conf. Real-Time Netw. Syst., Oct. 16–18, 2013, pp. 247–254.

[20] V. Pollex, T. Feld, F. Slomka, U. Margull, R. Mader, and G. Wirrer,
“Sufficient real-time analysis for an engine control unit with con-
stant angular velocities,” in Proc. Des. Autom. Test Conf. Eur., Mar.
18–22, 2013, pp. 1335–1338.

[21] M. Stigge and W. Yi, “Combinatorial abstraction refinement for
feasibility analysis,” in Proc. 34th IEEE Real-Time Syst. Symp., 2013,
pp. 340–349.

[22] M. Stigge, N. Guan, andW. Yi, “Refinement-based exact response-
time analysis,” in Proc. 26th Euromicro Conf. Real-Time Syst., 2014,
pp. 143–152.

[23] E. Velenis and P. Tsiotras, “Minimum-time travel for a vehicle with
acceleration limits: Theoretical analysis and receding-horizon
implementation,” J. Optimization Theory Appl., vol. 138, no. 2,
pp. 275–296, 2008.

702 IEEE TRANSACTIONS ON COMPUTERS, VOL. 67, NO. 5, MAY 2018

Authorized licensed use limited to: Scuola Superio Sant'Anna di Pisa. Downloaded on April 13,2020 at 16:52:54 UTC from IEEE Xplore.  Restrictions apply. 



Alessandro Biondi received the graduate (cum
laude) degree in computer engineering from
the University of Pisa, Italy, within the excellence
program, and received the PhD degree in com-
puter engineering from the Scuola Superiore
Sant’Anna under the supervision of Prof. Giorgio
Buttazzo and Prof. Marco Di Natale. He is post-
doc researcher in the Real-Time Systems
(ReTiS) Laboratory of the Scuola Superiore
Sant’Anna. In 2016, he has been visiting scholar
in the Max Planck Institute for Software Systems

(Germany). His research interests include design and implementation of
real-time operating systems and hypervisors, schedulability analysis,
cyber-physical systems, synchronization protocols, and component-
based design for real-time multiprocessor systems. He was recipient of
four Best Paper Awards, and an Outstanding Paper Award.

Marco Di Natale received the PhD degree from
Scuola Superiore SantAnna and was a visiting
researcher with the University of California,
Berkeley in 2006 and 2008. He is a full professor
in the Scuola Superiore SantAnna. He is currently
visiting Fellow for the United Technologies corpo-
ration. He’s been a researcher in the area of real-
time and embedded systems for more than
20 years, being author or co-author of more than
200 scientific papers, winner of six best paper
awards and one best presentation award. He is a
senior member of the IEEE.

Giorgio Buttazzo received the graduate degree in
electronic engineering from the University of Pisa,
in 1985, the MS degree in computer science from
the University of Pennsylvania, in 1987, and the
PhD degree in computer engineering from the
Scuola Superiore Sant’Anna of Pisa, in 1991. He is
full professor of computer engineering in theScuola
Superiore Sant’Anna of Pisa. From 1987 to 1988,
he worked on active perception and real-time con-
trol in the G.R.A.S.P. Laboratory of the University
of Pennsylvania, Philadelphia. He has been pro-

gram chair and general chair of the major international conferences on
real-time systems and chair of the IEEE Technical Committee on Real-
Time Systems. He is editor-in-chief of the Real-Time Systems, associate
editor of the ACM Transactions on Cyber-Physical Systems, and fellow of
the IEEE since 2012. He has authored 7 books on real-time systems and
more than 200 papers in the field of real-time systems, robotics, and neural
networks.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

BIONDI ET AL.: RESPONSE-TIME ANALYSIS OF ENGINE CONTROL APPLICATIONS UNDER FIXED-PRIORITY SCHEDULING 703

Authorized licensed use limited to: Scuola Superio Sant'Anna di Pisa. Downloaded on April 13,2020 at 16:52:54 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


