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Abstract—The use of machine learning in cyber-physical sys-
tems has attracted the interest of both industry and academia.
However, no general solution has yet been found against the
unpredictable behavior of neural networks and reinforcement
learning agents. Nevertheless, the improvements of photo-realistic
simulators have paved the way towards extensive testing of
complex algorithms in different virtual scenarios, which would
be expensive and dangerous to implement in the real world.

This paper presents SIMPRIVE, a simulation framework
for physical robot interaction with virtual environments, which
operates as a vehicle-in-the-loop platform, rendering a virtual
world while operating the vehicle in the real world.

Using SIMPRIVE, any physical mobile robot running on ROS
2 can easily be configured to move its digital twin in a virtual
world built with the Unreal Engine 5 graphic engine, which
can be populated with objects, people, or other vehicles with
programmable behavior.

SIMPRIVE has been designed to accommodate custom or pre-
built virtual worlds while being light-weight to contain execution
times and allow fast rendering. Its main advantage lies in the
possibility of testing complex algorithms on the full software
and hardware stack while minimizing the risks and costs of a
test campaign. The framework has been validated by testing
a reinforcement learning agent trained for obstacle avoidance
on an AgileX Scout Mini rover that navigates a virtual office
environment where everyday objects and people are placed as
obstacles. The physical rover moves with no collision in an indoor
limited space, thanks to a LiDAR-based heuristic.

Index Terms—Simulation environment, ROS, Cyber-physical
systems, Digital Twins, Reinforcement Learning

I. INTRODUCTION

Recently, artificial intelligence (AI) models have achieved
impressive performance in many applications, including cyber-
physical systems (CPS). In particular, autonomous vehicles
are becoming a reality, and deep neural networks (DNNs) are
the de facto standard for perception tasks. However, including
Al in CPS presents several hurdles that must be overcome
before deploying Al-based controllers in the wild [1]], [2].
One of the main issues around DNNSs is their unpredictable
behavior, which might occur in rare situations in which
out-of-distribution or adversarial inputs are presented to the
model. To overcome such a problem, different approaches
have been proposed in the literature, including dedicated
architectures [3[], model verification/robustness certificates [4],
[5], and adversarial/out-of-distribution detection [|6], [[7], [8].

At the same time, the last few years have seen an in-
credible improvement and democratization of photo-realistic
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Fig. 1: High-level overview of the architecture of the proposed
SIMPRIVE framework. The figure also shows renderings of the
digital twin of the rover in different virtual environments, with
synthetic LiDAR data superimposed.

simulators based on open-source graphics engines such as
Unity [9] and Unreal Engine [10]. Exploiting the capabilities
of a photo-realistic simulator offers the opportunity to safely
and extensively test the system under development in many
different situations [[11]], reducing risks, costs, and time for
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running expensive experiments required to optimize sensors
configuration and algorithms.

In particular, the hardware-in-the-loop (HIL) [12] approach
is based on the execution of the real-time software stack di-
rectly on the target platform (typically, an embedded system),
while the dynamics of the system and its sensors are simulated
with a mathematical model (digital twin [[13]]).

For a vehicle, this concept can be pushed further by con-
sidering not only the software stack, but the entire hardware,
resulting in a vehicle-in-the-loop simulation [[14]]. This enables
the vehicle to operate in the real world, while its digital twin
moves accordingly in the virtual world, perceiving the virtual
reality rendered by a graphics engine. This setup allows testing
the algorithms when deployed on the actual target hardware,
while safely reconstructing situations that would be dangerous,
risky, or expensive to replicate in the real world (e.g., close
interactions with people or other moving vehicles).

Inspired by this concept, this paper presents SIMPRIVE,
a Simulation framework for Physical Robot Interaction with
Virtual Environments built using Unreal Engine 5 (UES).
SIMPRIVE can be configured to communicate with a physical
robot through the Robot Operating System (ROS) 2, which is
widely adopted in industry and robotics research. Specifically,
the framework is designed to provide a straightforward integra-
tion with any ROS2-enabled terrestrial vehicle, whose digital
twin (i.e., its 3D mesh and simulated sensors) is moved in a
virtual world according to its movements in the real world.

The framework is programmed to generate synthetic sensor
readings, such as cameras and LiDARSs, which are provided as
inputs to the algorithms under test. While such algorithms are
safely tested in the virtual world, where the robot’s digital twin
operates, the physical robot moves in the real world and must
be equipped with an obstacle detection algorithm (processing
physical sensors) to prevent collisions with physical objects.

Accessing the state of both the physical robot and its virtual
counterpart is extremely useful non only to safely test the
behavior of complex algorithms, but also to fine-tune Al-based
algorithms directly in a virtual environment, while the vehicle
operates in the real world according to its real dynamics.

The framework was tested on a use-case where an AgileX
Scout Mini rover [15] performs camera- and LiDAR-based
navigation and obstacle avoidance in a virtual environment that
replicates a corridor in our laboratory. However, the framework
is flexible enough to simulate any ROS2-enabled mobile
robot and any custom or predefined virtual environment. To
summarize, this paper presents the following contributions:

o SIMPRIVE, a flexible simulation framework for Physi-
cal Robot Interaction with Virtual Environments, which
generates sensor readings from a digital world as inputs
to a physical robot in the real world.

e A case study for an Al-based controller deployed on a
real rover, tested using SIMPRIVE. Our custom imple-
mentation showcases the potential of the framework.

The paper is organized as follows: Section [II| presents the
related literature, Section provides implementation details
of the framework, Section shows the experimental results,

and Section [V states the conclusions, discusses the limitations,
and illustrates future directions.

II. BACKGROUND AND RELATED WORKS

SIMPRIVE is inspired by the vehicle-in-the-loop simulation
paradigm, which has its roots in the hardware-in-the-loop [[12]
simulation (HIL). HIL relies on a mathematical model of
the system under test and requires the software stack to be
executed on the target embedded real-time board, which can,
therefore, be tested in different conditions without ever leaving
the test bench. After being introduced in NASA’s Apollo
missions [16], the concept of digital twin has been refined
as a complex, dynamic virtual entity that reflects the current
state and condition of its real-world counterpart [17]]. Digital
twins have effectively been used to simulate, analyze, and
optimize [[18] all kinds of physical processes.

The vehicle-in-the-loop paradigm is strictly linked to the
digital twin concept and is specifically used to test key sub-
systems [19] or the behavior of the entire vehicle [[14f]. This
technology is incredibly useful in the autonomous driving do-
main and has been implemented in the industry and in several
scientific works. For instance, Shen et al. presented Sim-on-
wheels [20], a vehicle-in-the-loop simulation framework for
autonomous driving that is able to add virtual entities to the
real images to obtain mixed-reality renderings; however, the
framework focuses on cameras and does not support LiDAR.
Wang et al. [21] investigated the vehicle- and pedestrian-
in-the-loop co-simulation, using the Cave automatic virtual
environment and the Carla simulator [22]. Xiong et al. [23]]
proposed a vehicle-in-the-loop car following simulation frame-
work built on Unity, the same graphics engine used by Wang
et al. [24] to simulate the hardware of connected vehicles.
In other works, the vehicle-in-the-loop framework is used to
reduce the gap between simulation and reality while testing
specific methodologies, such as reinforcement learning [25]]
and nonlinear control [26]. Similarly to the setting proposed
in this paper, Hiba et al. [27] explored the vehicle-in-the-loop
paradigm for drones using ROS and Carla.

Most of the vehicle-in-the-loop simulators described above
are explicitly designed for autonomous driving and require
expensive hardware to work. Conversely, SIMPRIVE is a
general simulation framework that can work with any ROS2-
enabled mobile robot, thus allowing the user to test a more
extensive set of algorithms on a broader range of platforms in
terms of sensors and computational capabilities.

Furthermore, while most of the previous works were pri-
marily based on off-the-shelf simulators such as Carla or
AirSim [28]], the proposed solution is based on a customizable
simulation framework, which offers the following advantages:
(1) high flexibility, since the application is not restricted to self-
driving cars or drones, but can be implemented for any mobile
robot; (ii) custom virtual environments, which can be designed
by the user or easily downloaded from the Unreal marketplace;
(iii) efficiency, as SIMPRIVE is fairly lightweight and does
not require complex installations or painful migrations with
future minor releases of Unreal Engine.



III. PROPOSED FRAMEWORK

This section describes the architecture of SIMPRIVE; then,
it details the requirements on the physical robot side; finally,
it illustrates the functionalities of the proposed framework.

A. Framework architecture

The proposed framework is based on ROS 2 [29], which
provides an effective communication support between distinct
computational nodes, even in distributed settings.

A high-level overview of the SIMPRIVE architecture is
illustrated in Figure [T SIMPRIVE subscribes to the topics
published by the physical robot (requiring the two components
to be connected to the same network). The physical robot
must be equipped with a standard ROS 2 communication
setup, while SIMPRIVE relies on the ROSIntegrationTool
plugin [30] for communication, which allows publishing and
subscribing to standard ROS 2 topics through dedicated call-
backs. The plugin requires the ROS Bridge suite to support
TCP packet exchange.

B. Physical robot side

Apart from being built on ROS 2, the only requirement
on the physical robot side is related to the localization
functionality: to accurately replicate its motion in the digital
world, the robot must share its pose (position and orientation)
in a dedicated topic. It is worth noting that the simulation
framework returns synthetic sensory data to the robot in
dedicated topics, different from the ones where the physical
sensor data are published. The synthetic data are then used
as input to the algorithm under test. Depending on where the
physical robot is placed and moved in the real world, collisions
might occur. For this reason, the robot should have a safety
stop mechanism to avoid collisions in the real world (however,
not mandatory for the framework to operate). When a safety
stop occurs, it must be notified to SIMPRIVE, which will
pause the simulation and resume it as soon as the robot is
brought back to a safe position. The implementation of this
mechanism is detailed in Section [V-Al

Another optional (but useful) boolean signal that the robot
might want to communicate is the reset flag, which is useful
whenever the simulation should be restarted (e.g., at the start
of the simulation, when a virtual collision occurs, or when the
task is completed). Such a signal will trigger the simulation
framework to re-initialize the environment.

C. SIMPRIVE

Figure [I] shows the main functional modules composing
SIMPRIVE. The ROS Orchestrator module is responsible for
receiving the messages from the topics through dedicated
callbacks, which trigger different operational modes of the
simulator. Such modes are encoded in specific functions of the
other modules, i.e., the non-playing character (NPC) Spawner,
the Object Spawner, and the Vehicle Manager. The following
paragraphs provide details of each callback.
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Fig. 2: Definition of the Digital, Physical and World frames and
corresponding transformations. The pose of the digital frame (TV?,’ &)
is computed from the physical one (Tvlf,’k) by transforming it with
the offset Tlgf o- The timeline on the bottom of the image illustrates
the working principles of the Pause/Resume callbacks and how the
offset is updated.

a) Pose callback: The Pose callback triggers the Vehi-
cle Manager to update the digital twin’s position in the virtual
world, check collisions, and generate new sensory data.

To correctly move the digital twin in the scene, the raw
position message from the physical robot must be transformed
to obtain meaningful poses in the digital domain. This requires
the definition of three different frames, illustrated in Figure [2}
the body-frame P placed on the physical robot, the body-frame
D placed on the digital twin, and an intermediate fixed world
frame W shared between the two domains.

The physical rover’s pose can be expressed as a 4x4 roto-
translation matrix 7}, made up of the rotation matrix R{;, and

the translation vector WP . The same can be defined for the
digital frame as 7T}, made up of RY, and WD". Each of
these quantities can be indexed with an additional subscript to
indicate the corresponding timestep %, where £ = 0 denotes
the timestep at initialization.

The initial physical robot’s pose ng might not be
feasible in the virtual world, and, in general, it will differ
from the initial position of the digital twin. Hence, when
initializing the position and rotation of the digital twin (when
the Reset callback is triggered), it is necessary to compute
a roto-translational offset T’ 1’30 made up of Rﬁo and the

. . —==D Lo
corresponding translation vector PD , which is then used at
runtime to compute the correct digital position and rotation at
timestep k from the physical one as

——D P P D
{ka = RR, (WP, - WPy ) + WD, 0
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The offset can be computed as T, = 117 (Tiy,) ~ and
must be recomputed when the simulation is resumed after



pausing. In fact, when the Pause callback is triggered, the
Pose callback is disabled to allow the physical rover to move
while its digital twin stays still. When resuming the simulation
by triggering the dedicated callback, the Pose callback is re-
enabled and the offset is updated to restart from the exact
same position, while the physical robot moved in a different
spot. This mechanism is illustrated in Figure 2| The complete
equations are not reported for space limitations.

After moving the digital twin, the Vehicle Manager checks
collisions between the digital twin and other meshes in the
virtual environment by controlling whether the collision vol-
ume of the robot’s mesh overlaps with the collision volume
of another entity. This is a standard mechanism in virtual
reality and it is convenient since the physics of the robot
and its interactions with other virtual objects are disabled,
as they could not be reproduced in the real world. If there
is no collision, the Vehicle Manager waits for the generation
of the sensory data. Sensors are coded as additional objects
(not showed in Figure [I] for simplicity) that can be configured
and attached to the robot. When sensory data generation
is complete, the ROS Orchestrator publishes them into the
dedicated topics.

b) Reset Callback: The Reset callback is triggered
whenever the dedicated reset topic is published. The Vehicle
Manager is responsible for the initialization of the position of
the robot, which can be spawned in pre-defined areas of the
virtual environment. The Object Spawner is called to manage
the spawn of new (and destruction of old) static objects within
pre-defined areas. Similarly, the Non-Playing Character (NPC)
Spawner can be configured to spawn new dynamic objects (and
destroy old ones) such as pedestrians or other robots. The area
where the NPCs can be spawned and are allowed to move can
be configured as well.

c¢) Pause/Resume Callback: The Pause callback is
triggered whenever the simulation must be paused. As men-
tioned above and illustrated in Figure [2] this may happen
when a collision in the real world must be avoided. When
the Pause callback is called, the real robot may move freely
in the physical world without moving its digital twin. This is
obtained by pausing the simulation and disabling the Pose
callback. When the robot is again in a safe position that
allows resuming the simulation, it is possible to publish in the
Resume callback, which updates the offset TIQO, re-enables
the Pose callback, and resumes the simulation.

D. Additional modes

SIMPRIVE can operate under different modes, according to
the user’s needs. Although it was initially developed for direct
use with hardware (i.e., the physical robot), there are other
cases where the simulation framework might result useful.
They are described below.

a) Using a simulated robot: It might be a cheap and
less cumbersome alternative to the use of a real one. Being
built on ROS 2, the framework can seamlessly work also with
simulated robots. For instance, Gazebo allows robot simulation
with realistic models, but does not have a photo-realistic

graphics engine: our simulation framework can provide photo-
realism and virtual environments that can easily be edited.
Hence, preliminary testing or fine-tuning of algorithms can be
performed using Gazebo robot simulations augmented with the
proposed UES-based renderings.

b) Simulating the robot dynamics: If a real robot cannot
be used and a Gazebo simulation is not available, the proposed
simulation framework can be configured to simulate simple
kinematic models that take velocity commands as inputs. This
simulation mode is particularly useful when an Al agent (e.g.,
based on reinforcement learning) must be trained directly
with photo-realistic renderings. The internal model reduces
kinematics/dynamics realism to improve training efficiency,
which is one of the main hurdles when training directly on
a physical robot.

IV. EXPERIMENTAL RESULTS

This section describes some details about the implementa-
tion used to validate the simulation framework and presents
the achieved results.

A. Implementation details

The framework was developed and tested with a distributed
setup, where Unreal Engine 5.2 ran on a Windows 11 PC with
an 19-9900 core, 32 GB of RAM, and an NVidia GeForce
RTX 3070 GPU. Although the framework supports both real
and simulated robots (on a different Ubuntu PC), all the
experiments described here were performed with a physical
AgileX Scout Mini rover. The simulation framework in UES
was developed in C++, hence all the UE5 objects described
in Section (namely the ROS Orchestrator, the Vehicle
Manager, and the Spawners) are C++ classes of the Actor
type. Their properties are visible and editable directly from
the UES Editor. A brief guide with configuration instructions
will be released with the code.

Please note that, since UES uses centimeters as a base unit
and left-hand rotations, all the dimensions have been scaled
by a factor of 100 and the yaw and pitch values have been
reversed. Also, while the virtual world executes synchronously,
the callback mechanism operates asynchronously. Therefore,
the robot’s position update rate strictly depends on the position
topic publishing rate and the UES execution time.

The following paragraphs provide details about the task
simulated by SIMPRIVE, the control software stack of the
physical robot, and 3D asset sources and licensing.

a) The task: The proposed framework was validated
on a task consisting of camera- and LiDAR-based corridor
navigation and obstacle avoidance, where obstacles included
various objects and stationary pedestrians. More specifically,
the LiDAR was used to navigate the corridor to avoid col-
lisions, whereas the camera was used to detect pedestrians
and reduce speed if required. A QR code was placed at the
end of the corridor to indicate the end of the course. For
demonstration purposes, the physical rover was placed in a
small empty room (Sm x 3m).
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used for the experiments. The arrows specify the dedicated SIM-
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b) Physical Robot: The mobile robot is an AgileX Scout
Mini rover [15], equipped with an RGB camera with a 90-
degree field of view and 640x480 resolution, a 3D LiDAR
with a 360-degree horizontal and 30-degree vertical field of
view (both with 1-degree angular resolution), and a Kria
KR260 board running Ubuntu 22 and ROS 2 Humble. Figure
illustrates the software architecture of the rover and the ROS
2 topics used to communicate with SIMPRIVE. The rover
is equipped with a localization module that estimates its pose
with wheel encoders. Positioning accuracy is affected by errors
that could be reduced by exploiting inertial data from an IMU
sensor. However, since accurate positioning is not the focus of
this paper, it is left as future work.

The rover is programmed to publish a Reset flag into the
framework’s dedicated topic, which initializes the virtual rover
position and the virtual world by spawning obstacles and
pedestrians in the corridor. Such meshes can easily be added
from the UES Editor to an asset library in the Object and NPC
Spawner classes, respectively.

The rover is asked to solve the virtual corridor navigation
task with a pre-trained RL agent. The synthetic LIDAR point
cloud is downsampled to obtain 3 range values, one frontal and
the other two at a +/-30-degree angle with the first one. The
three range values are used as input to a Deep Deterministic
Policy Gradients (DDPG) [31] actor (trained off-line on a
simplified simulation platform), which returns the velocity and
steering commands to the rover, which is then actuated with
a skid-steer control. Such velocity commands are saturated to
1m/s of linear velocity and 0.5 rad/s of angular velocity. The
linear velocity is reduced to 0.5m/s if a pedestrian is detected
in the synthetic camera image. The person detector is a YOLO-
v8 [32] pre-trained on COCO.

The collision avoidance algorithm in the real world takes
physical LiDAR data as input. By checking the minimum

distance from the closest obstacle it is possible to stop the
rover before it touches it. To guarantee that collisions are
avoided it was necessary to calibrate the minimum distance
threshold to make sure that, at the maximum velocity allowed
(1m/s), the rover would break in time. This threshold resulted
to be 1.5m to reliably avoid collisions.

When the safety stop occurs, the rover publishes into the
dedicated Pause topic to suspend the simulation; while the
simulation is paused, the rover can disable the RL agent’s
output and activate the Recovery Controller that turns the rover
(angular velocity 0.5rad/s) until enough free space is detected
(> 2.5m in this specific case). Please note that in our setup,
the small room where the rover was placed was empty, and
such simple controllers were enough to avoid collisions. More
complex scenarios might require more sophisticated solutions.
After rotating the rover, the Recovery Controller commands
the last velocity that was published before stopping, then
publishes into the Resume topic to continue the simulation
and reactivates the RL output.

c) Sources and Licenses: The experiments and figures
presented in this paper have been created with the following
content: [33]-[36]. The code of the framework will be released
upon publication. Additional licensing details will be provided
with the release.

B. Results

a) Testing in the virtual world: The simulation frame-
work was tested by running the architecture illustrated in
Figure [3] to solve the corridor navigation task, consisting in
reaching the QR code with no collisions.

Figure [ reports the trajectories of the physical rover and its
digital twin. Each trajectory is drawn with a color that changes
from red (at the starting point) to green (at the final point, to
better compare the positions in the physical and digital world.
Note that, while the trajectory of the digital twin is smooth
and continuous, the one of the physical robot is interrupted
abruptly whenever the rover gets too close to a wall. In such
cases, the collision avoidance algorithm pauses the simulation,
turns the rover (without changing the digital twin’s position),
and resumes the simulation. In this way, the entire rover’s
hardware and software stack (including the RL agent) is tested
safely with no risk of collisions with physical obstacles. The
reduced space in the physical world allowed to stress-test the
functionality of the framework, considering the large number
of pause and resume required to cover the corridor in the
virtual world.

b) Execution time: This experiment was carried out to
evaluate (i) the time required by SIMPRIVE to move the
digital twin and render synthetic sensor data, and (ii) the
execution time of the entire simulation framework, including
the communication latency, for a single loop.

On the physical rover side, a timer starts just before pub-
lishing the pose message that triggers the Pose callback and
stops once all sensor and collision messages are received. In
SIMPRIVE, the timer starts upon receiving a pose message
and stops after publishing all virtual sensor and collision



Fig. 4: Path of the physical rover (top) and corresponding path of
its digital twin (bottom). Each trajectory changes color from red (at

the starting point) to green (at the final point) to better compare the
positions in the physical and digital world.
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Fig. 5: Distribution of the round-trip latency times (top) and the
UES execution times for 10,000 iterations in log scale (bottom).
While the rendering in UES shows predictable execution time, ROS2
occasionally introduces spurious delays. However, 99.82% of the total
measures result to be less than 100 ms.

messages. These times were measured over 10,000 iterations.
As expected, the sensor setup affects rendering time. Our setup
is common in the field of robotics and it is sufficient for
basic environmental perception. Different setups would affect
framework performance, but UES supports asynchronous tasks
and dedicated optimizations to reduce latency.

Figure [3| shows the distributions of the round-trip time on
the physical rover side (top) and the SIMPRIVE rendering
and total execution time (bottom). The SIMPRIVE execu-
tion times are predictable, with an average of 47.04 ms, a
standard deviation of 2.73 ms, and a worst-case of 66.00 ms

(one occurrence). However, round-trip communication latency
occasionally introduces delays over 200 ms, though this hap-
pened only 15 times out of 10,000 iterations. Minor delays
resulted in round-trip times under 110 ms, with 99.82% of
measures below 100 ms, averaging 71.75 ms with a standard
deviation of 6.72 ms. Overall, the combined rendering and
communication latency is comparable to a typical 3D LiDAR
acquisition (around 100 ms), making it suitable for real-
time operations. Spurious large latencies can be mitigated
by imposing a deadline on the physical rover actuation task,
commanding a safety stop if a new message is delayed. These
delays only affect the digital domain and are not critical.

V. CONCLUSIONS

This paper presented SIMPRIVE, a flexible simulation
framework for physical robot interactions with virtual environ-
ments, built in Unreal Engine 5 and ROS 2. The framework
was designed to receive a pose from the physical robot and
move its digital twin accordingly in a virtual environment. The
position is never considered as absolute, but it is transformed
to make it relative with respect to the initial position in the
digital world. SIMPRIVE also provides collision checks and
sensor data generation in the virtual environment, which can be
used by the physical robot as inputs for the algorithms under
test. The framework was validated by testing a reinforcement
learning algorithm for obstacle avoidance, while the physical
robot was placed in a confined space, using a LiDAR-based
collision avoidance to safely navigate the physical world.

The current version of SIMPRIVE has a few limitations
that will be addressed in future updates. Firstly, configuring
and customizing object behavior requires basic UES experi-
ence. This could be mitigated by providing a dedicated API,
allowing users to access functionalities through a simpler
language like Python, though this would limit customization
flexibility. Another issue is the simulation-to-reality gap due
to differences between rendered and real images. Algorithms
that work on synthetic images may not perform well on real
images, especially if trained directly in simulation. Photo-
realism depends on the quality of meshes in the virtual
environment; high-quality meshes help bridge the gap between
synthetic and real-world distributions. Mixed reality, which
overlays virtual objects on real-world images, could address
this issue but requires significant effort to render realistic light-
ing, shadows, occlusions, and accurate LiDAR data. Finally,
while SIMPRIVE is designed for wheeled robots and can be
extended to aerial vehicles, integrating other types of robots,
such as quadrupeds or bipeds on uneven terrain, is more
challenging. Legged robots rely heavily on ground contact
forces, making flat surface simulation easier—a starting point
for future extensions.
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VI. SUPPLEMENTARY MATERIAL
A. Computing the digital twin’s pose

As explained in Section XXX of the main paper, it is
necessary to define the digital frame D and the physical frame
P. These two reference frames are fixed on the digital twin’s
mesh and on the physical robot, respectively.

An intermediate World frame W is required to refer the
pose of both D and P to a fixed frame and to transform the
quantities between the frames.

The odometry message from the physical world reports the
position WP, and its rotation R{,)V’k. As explained in the
main paper, the digital and physical domain are in general
different, and the raw position of P must be transformed
according to a certain roto-translational offset, which is defined
at the initialization of the simulation (when the Reset callback
is triggered), i.e., at k = 0.

The initial pose of the robot TV’?,’O is known, as it comes
from the spawn area allowed in the virtual world. In this
notation, 1" is a 4 x4 roto-translation matrix that encodes both
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rotation and translation. It is a typical formalism for robotics
and mechanics:

RE AB"

T =
A 01><3 1

Therefore, at initialization it is possible to compute the
offset
D D P \—1
TP,o = TW,O (TW,O) =

R (RE,)" WDy — R, (R, WP,

2
O1x3 1

that is used in the position update of the digital twin starting
114 . .
from the position WP, and rotation R{fv,k of the physical
rover (from the odometry message) :

T = Tho Ty, =
RE Ry WD, + REoRiy ), (WPZV - WP:)/V)
O1x3 1

The offset must be recomputed whenever the simulation is
paused and resumed. In this case, the offset is updated as

T = Tiv sy (Tvlljf,kmume)_l )

B. Additional illustrations

3)

This section provides some additional illustrations. SIM-
PRIVE was tested in different virtual environments that
might benefit from the application of mobile robotics: (i) a
hospital/clinic (Figure[6} (ii) a campus environment (Figure [7;
(iii) a station environment (Figure |§|; and (iv) a warehouse
environment (Figure 0]

Fig. 6: Illustration of the digital twin of the rover in the
hospital environment.

C. Training the Reinforcement Learning agent

The DDPG agent was trained on a simplified simulation
environment. Since the agent relies on LiDAR only to navigate
the corridor (while the camera is used mainly to detect people
and the finish QR code), a restricted geometric model is
enough to make the agent learn the correct behavior.

The environment is initialized by computing randomized
trajectories, created by drawing random commands for the

Fig. 7: Tllustration of the digital twin of the rover in the campus
environment.

Fig. 8: Illustration of the digital twin of the rover in the station
environment.

dynamical model of a unicycle. Such trajectory is then used as
the center line to calculate the positions of the corridor walls
with fixed width. Randomized obstacles (squares) are placed
on the sides of the corridor to obtain a new maze for each
episode. The rover is simulated with a unicycle kinematics
model and its footprint is approximated with a square with
side Im. A collision occurs as soon as one of the sides of the
square intersects any of the sides of the obstacles or any of
the borders.

The LiDAR is simulated with 2D ray-tracing and check-
ing the intersections with the obstacles and the borders. Its
maximum range is assumed to be 10m.

As stated in the main paper, the agent takes as input 3 rays
ds,d,,d; from the LiDAR (dy the frontal one and d, and d;
are the two rays at £30 degrees, right and left respectively)
and outputs the linear and the angular velocity that are used
to control the rover.

The reward for the agent is defined as: -1 for each step;
+0.1d to promote the frontal ray to be obstacle free; -0.1|d, —
d;| to balance the free space between the left and right rays;
the agent also obtains +10 every 5 meters traveled forward
toward the goal, +100 when reaching the goal, and -100 for
each collision.



Fig. 9: Illustration of the digital twin of the rover in the
warehouse environment.

Both the critic and the actor networks are multi-layer
perceptrons with 2 hidden layers (300 neurons in the first
hidden layer and 400 neurons in the second) with ReL.U
activations. The only non-ReLU activation is the tanh on the
output, which effectively restricts the output between -1 and
1. Then, the angular velocity is scaled by a factor of 0.5.

The agent is trained using the code in the repository
https://github.com/ghliu/pytorch-ddpg, keeping the default hy-
perparameters.
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