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Abstract computation time, but a variable period, which can be vaimed
a given range. An overload condition is then handled by pigpe
Engine control applications require the execution of taskmpressing task utilizations as they were elastic sprinigjs

activated in relation to specific system variables, as tlamkshaft given elastic coefficients, expressing the availabilityeath task
rotation angle. To prevent possible overload conditionshigh to change its period.
rotation speeds, such tasks are designed to vary their ifumetity More recently, the consideration of a fuel injection sysem
(hence their computational requirements) for differeneeh as representatives of a possibly larger class of applicatibas
ranges. Modeling and analyzing such a type of tasks poses rigghlighted the limitations of the existing approaches #redneed
research challenges in the schedulability analysis tha mow for a new type of task model and analysis.
being addressed in the real-time literature. This paperates The general goal of a fuel injection system is to determine
the state of the art by presenting a method for computing ttlee point(s) in time and the quantity of fuel to be injected
exact worst-case interference of such adaptive variahte-tasks in the cylinders of an engine, relative to the position ofteac
under fixed priority scheduling, enabling a precise anayand piston, which is in turn a function of the angular position of

design of engine control applications. the crankshaft. In a reciprocating engine, the dead cesttbe
position of a piston in which it is farthest from, or nearestthe
1. Introduction crankshaft. The former is th®p dead centrd TDC) while the

latter is thebottom dead centréBDC), as illustrated in Figure

A large variety of real-time task models have been proposéd In a four-cylinder engine, the pistons are paired in phase
in the literature to analyze the schedulability of differéypes opposition, so that, when two of them are in a TDC, the others
of embedded systems. The classical Liu and Layland periodie in a BDC. The TDC is the typical reference point, in the
task model [12] captures the typical structure of contrap® controller activities, for the functions and actions theed to take
providing an implementation for discrete-time contralefhe place within the rotation. These action include (among ithe
sporadic task model introduced by Mok [13] captures therigic computing the phase (time relative to the TDC) of the infacti
irregular arrival sequence of external events, while giimg a and the quantity of fuel to be injected, but also checkingtvbe
bound on the worst-case arrival rate necessary to derivefan the combustion occurred properly. Depending on the streai
line schedulability analysis. the engine control application, these functions are impleted in

A rate-based execution abstraction was introduced by yJeffasks that are activated at each TDC, that is twice everkerexit
et al. [9], [10] to generalize the classical periodic andrag@& rotation (pseudo-cycle) or even more frequently (half-JDC
scheme. According to such a model, a task specifies its esghbect The problem with this type of tasks is that the time between
rate as the maximum number of executions expected to betwo activations (at the TDC) is not constant, nor arbitrdmyt
requested in any interval of lengtlh, however the maximum depends on the rotation speed of the engine, which can vary
computation time required for any job of the task is fixed, lvhiwithin given ranges with a certain maximum accelerationusih
the actual distribution of events in time is arbitrary. the acceleration bounds define a space of possible activatio

The multi-frame model proposed by Mok and Chen [14]mes which is not easy to capture and analyze without imegrr
provides the additional expressivity to capture conddloexe- in excessive pessimism (as it would, for example, if using th
cutions and execution patterns. In this model, tasks areasetl sporadic model).
periodically, but the execution time of each job varies adiog To further complicate the treatment, the (worst-case) @kec
to a predefined pattern. Such a model has been later gemeralitme of the functions executed by such tasks is typically not
by Baruah et al. [2] to allow jobs to be separated by a varyimgnstant. At low revolution rates, the time interval betwee
interarrival time. However, in both cases the activatiottgza is two reference points (the TDC for a set of cylinders) is large
known a priori and does not depend on any state variable. and allows the execution of sophisticated controls (andipbs

An elastic model has been presented by Buttazzo et al. [B], [Bultiple fuel injections). The same algorithm cannot beceed
to tolerate and handle permanent overload conditions ifogier at higher revolution rates, because it would lead to an oa€ll
real-time systems. According to this model, a task has a fixgdnerating several deadline misses. Therefore, the ingritation



1.1. Related work

In the real-time community, the problem related to AVR tasks
was first presented by Buttle [6], as a common practice adopte
in automotive applications to adapt the functionality ame t
computational requirements of engine control tasks fdiedéht
rotation speeds.

A suitable model for AVR tasks with activation rates and
execution times depending on the angular velocity of thareng
has been proposed for the first time by Kim, Lakshmanan, ard Ra
jkumar [11], who derived preliminary schedulability retsulinder

, ] , . . , very simple assumptions. In particular, their analysisliappto
Figure 1: Relationship among engine phases and referemets pq, gingle AVR task with a period always smaller than the periods

in the crankshaft rotation period. In a 4-cylinder engingintler ot the other tasks, and running at the highest priority letrel
pairs are in phase opposition. addition, all relative deadlines are assumed to be equaiogs
and priorities are assigned based on the rate-monotoractm.

Pollex et al. [15] also presented a sufficient schedulgtalital-

is adapted using a simplified algorithm that reduces the WCi$is under fixed priorities, but they assumed that all thiestasth
(i.e., the functions to be executed) when the rotation sgaksl @ variable rate depend on the same angular velocity, whioh ca
within pre-defined ranges. For most cars, the rotation spdegjarbitrary, but fixed. Moreover, the analysis is formulaising
typically varies between 600 and 6000 revolutions per neinugontinuous intervals, hence it cannot be immediately teded
(rpm), which maps to activation intervals between 100 anchgp into a practical schedulability test, whose complexity hasbeen

for a complete revolution. A simplified representation ofisan €valuated. - _ _
adaptive behavior is shown in Figure 2. The schedulability analysis of a generic set of AVR tasksaund

steady-state and dynamic conditions (considering a maximu
acceleration of the engine) has been addressed by Buttup,

BDC

#define omegal 1000 and Buttle [4] under Earliest Deadline First (EDF) schemlyli
#defi ne omega2 2000 They also provided a design method that allows computing the
#define omega3 4000 set of switching rotation speeds that keep the overallzatilon
#define omega4 6000 below a desired bound.
task sanpl e_task { The dynamic analysis of AVR tasks under fixed-priority
omega = read_rotation_speed(); scheduling has been considered by Davis et al. [7]. After dis
£0(): cussing the complexity of the problem, they _presented acserf _
if (omega < omegad) f1(); test based on an Integer Linear Programming (ILP) formurati
if (omega < onega3) f2(); Besides of being only sufficient, their approach is based on a
if (omega < onega2) f3(); quantization of the instantaneous crankshaft rotatioedpehich
if (omega < onmegal) f4(); may introduce additional pessimism in the analysis to guae
} the safety of the test.

Figure 2: Typical implementation of a task with a functidtyal 1.2. Contributions and structure

variable with the rotation speed of the crankshaft. _ ) ) o
This paper provides the following novel contributions:

1) it presents an exact analysis of the worst-case interéere

In this paper, the model proposed to describe such a type generated by an AVR task in dynamic situations, under fixed
of engine control tasks is referred to Agaptive Variable Rate priority systems and arbitrary deadlines, assuming réalis
task model, or AVR-model. Overall, a subset of the systerkstas  acceleration bounds derived from the automotive industry;
can be characterized as AVR tasks, typically executingttmge 2) it discusses an efficient method for reducing the worseca
W|th C|aSSica| pel‘iOdiC taSkS Under the COI’ItI’Ol Of a f|Xeld)'m1]y Comp|exity of the exact ana'ysis by |dent|fy|ng a set of
SCheduler, as established in the automotive AUTOSAR standa cases that dominate the Othersy thus avoiding the need of

Adaptivity of execution times can also be captured by con- a quantization of the engine state variable;
sidering that tasks may exhibit different execution modéste  3) it presents a set of simulation experiments to compare the
however, that mode change analysis [16]—-[18] is not suited f proposed analysis with the ILP-based test proposed by Davis
analyzing AVR tasks, since their activation period is chiagg et al. [7], showing that the interference computed by the
continuously, thus an infinite number of modes would be neqgli ILP-based approach is always greater or equal to the one
to describe all possible situations. computed by our method;



4) finally, it shows that the quantization process used in the _,,[C;
ILP-based test makes the schedulability analysis unsafe,”
since for some intermediate values of the state variabée, th
interference computed by the ILP approach can be lower

than the worst-case one. om
The rest of the paper is organized as follows: Section 2 —
introduces the system model; Section 3 defines the interderef Lo
an AVR task and presents a brute force approach to compute it; 7 —

Section 4 illustrates an efficient method for reducing thesivo Cf s 3 Lo § } Lo

case complexity for computing the exact interference byntak : : . ‘ ‘ ‘ -
advantage of a pruning rule; Section 6 evaluates the pediocm T} T} " 7 e

of the proposed approach against the ILP-based test prdfyse Figure 3: Computation time of an AVR task as a function of the
Davis et al. [7]; Section 7 states our conclusion and futuoekw period.

2. System model and notation
When a jobJ; ;, is activated at time; ;, the release time of
This section presents the model for the task set, for thenengihe next job ¢ ».+1) is not known, so the exact value @f;
dynamics, and the functions that are used to estimate theefut(necessary to select the corresponding mode) cannot beutedyp

activation and the execution mode of the next job instance. but can only be estimated by a proper function. .
In the following sections, we are interested in computing th

2 1. Task model contribution to the interference of each individual AVRkd$or
o periodic tasks the computation is trivial). To simplify thetation,
tla?, task index will be omitted from the task parameters whene

This paper considers a computing system running a set .
pap puting sy g we refer to a single AVR task.

N preemptive real-time task = {71, 7, ..., 7~} under fixed

priorities and arbitrary deadlines. Each task generates an ] ) o

infinite sequence of jobs; 1, J; o, . . . and can be either a periodic2-2- Engine dynamics and task activations

task, characterized by a fixed worst-case execution timeEWC

C;, period T}, and relative deadlind®;, or an AVR task, where ~To perform schedulability analysis in the presence of AVR

bothC;, T}, andD; are variable. For the sake of clarity, wheneve@sks, it is important to characterize the relation betwten

needed, a rate-adaptive task may also be denotegl.as engine dynamics and the task parameters. The engine speed at
The peculiarity of an AVR task; is that its activation pattern time ¢ is denoted asu(t) and, as a notation shortcut, the speed

and functionality are determined by the physical evolutibthe at the activation time of the generie-th job is indicated by

engine. In particular, a generic job ;, of an AVR task is activated wx = w(tx). The speed is bounded in the interV@l,in, wimnaz),

when the crankshaft reaches predefined angular positturstiie Where the minimum speed,.;;, defines the longest task period

interarrival time betweed; ;, andJ; .1, denoted aperiodT; ,, 1™*" = Af/wmin, while the maximum speed,., defines the

is a function of the crankshatt rotation speed. The sequeficesmallest periodl™ = Af/win,, related to the first mode. The

activation times of the jobs of; is denoted as, 1, ¢, ..., and €ngine acceleration at tinte denoted byn(t), is assumed to be

we assume that activations are triggered at angular iftenfa bounded between a maximum deceleration and a maximum

A;. The relative deadlin®; ;. of job J; ; can be set arbitrarily acceleratiom™, so thata(t) € [a~, ]
as a non-decreasing function f .. Given the current engine statey(, «y) at timety, the time to
To cope with such a high variability in the release times, §h€ next job release is modeled (assuming a constant aatefer
AVR taskr} is typically implemented as a satf; of M; different ) by the following function [4]:
modes, w2 + 20y, A0 —
k Wk
. )

MZ:{(C’Z”,ﬂm),mzl,Q,,Ml} T(wk,ak): an s

each characterized by a certain functionality and WCEghere A is the angular displacement that determines two con-
kept constant when job activation periods fall in the rangg@cutive job activations. Similarly, the instantaneousie® speed

[T, T;"*Y), where TMirr = Tme* represents the maximumat the next job release is modeled (under the same assunggtion
activation period allowed by the system. Hence, the contimuta constant acceleration) as:

time of a generic AVR jobJ;; can be expressed as a non-

decreasing step functiofi of the current job period; j, that Qwg, ) = yJwi + 204 A0. 3)
is, : . .
Cin = C(Ti) € {CL.. '7Ci1\{i}' 1) In this paper we use an estimator typically adopted by the

industry, which assumes zero acceleratiortin 1], meaning
An example ofC function is illustrated in Figure 3. that the period is computed 8§ =t —tx—1 = T(wWg—1, Ak—1)-



In addition, the following notation is used throughout tleger: 3. Characterizing the interference

« Q" denotes the engine speed afterjob releases, com- _

puted as Q" (wi, o) = QUL (wy, o), x), where  The interference caused by an AVR task depends on the
Q0 (wp, ag) = wr. speed of the engine when the critical instant occurs. Hethee,
T™ denotes the period estimate of theth following job, interference is a function of the dynamics of the engine and
assuming constant acceleration, computedguy., ;) = Should be computed for any initial speeg.

T (wp, o), ). 1,,(t) denotes the worst-case interference generated by an
Q~1(wy,, ) denotes the inverse function 6% and, given a AVR task in the interval0, ], assuming that the critical instant
speedw;, at timety, returns the speed , at timet;,_,, Occurs at time), when the speed of the engineus.

assuming a constant accelerationn [t;_1, tx]. For each initial engine speed, we determin&?2(w, o) and

« T~1(T}, ) denotes the inverse function @t and, given the 7'(wo, @), considering a generic acceleration A brute-force

current estimated periof, = ¢, — t,_1, returns the speed @pproach requires considering all possible values efla~, a*]
w1 at time ¢y_;, assuming a constant acceleratiorin {0 determine all possible subsequent job releases ocguirrithe

[tr_1.tsl. interference window. Let us consider a joly released at,,

Figure 4 illustrates a range of possible scenarios that mvghen the instantaneous speedus. Such an activation gives

determine the next activation for different speed and a&caébns. fise to a family of possm_le instances df, W't.h penoq in the
range [T (wo,a™), T (wo,«™)] and corresponding engine speed

wi in the ranggQ(wo, a™ ), 2(wo, a™)], according to the model

sa0!” | : - described in Section 2.
‘ Similarly, the next activation gives rise to a set of possibl
280 job instances with period ifil’(wy, o), T(w1, )] and speed
wy € [Q(w1,a”), (w1, a™)]. This reasoning applies recursively
a0 for each subsequent activation, until the end of the interfee
P window, leading to dree of possible job releases, as depicted in
Figure 5.
wo

to

-

awn

lk—1 tk lkt1 t

Figure 4: Dependence of task parameters from the system stat _. L
g P P y Figure 5: Tree of possible job releases of an AVR task.

A crucial aspect that must always be considered in the aisalys

. . . . Assuming the acceleration to vary continuously, the number
presented in this paper is that the use of an estimator pieve . . . o
; . - of branches at each recursive step is theoretically infirte
using the relationu, = A8/T; (except for the limit values),

because it would not consider the real task mode-changaium.hacan be bounded by making the acceleration range discr it

Note that, if at timet, we only know the instantaneous engin%iven granularity. Of course, any quantization of the a@glon
y k . . . .
LR . omain makes the analysis approximate, and a large grétyular
speedw, and nothing is known about the previous state of th y bp ge graiyu

While reducing the search complexity, increases the péssim
system, the greatest possible estimatiGnof the period can be g Py, b

ted i th . lerati f1h : The pseudocode in Figure 6 summarizes the recursive proce-
computed (assuming the maximum acceleration of the engme)dure for computing the maximum interference following atbru

T(wk) = T(Qfl(wk,aﬂ,a*). (4) force approach. The procedure is called by passing thealiniti
. . ) ) o . engine speedy, the longest computation timg, of any mode
Likewise, given an estimatg, of the activation period, the largest.o5chaple fromo, and the current time instant.
possible speed; at time ¢, can be computed (assuming the |4 particular, since at the first activation the previousielease
maximum acceleration of the engine) as is unknown,Cy is computed as a function of the largest period
QTy) = AT H(Ty, ah), o). (5) leading to the initial speed, that is:C(T'(wo)).
At each recursive step, until the maximum deadline of anly tas
Using Equation (5), a mode transition can be expressed mster(j e. the largest length of the interference window thatdset®
of speed as be considered by the analysis, also denoted ax MME, as in
w™ = Q(Ty). (6) lines 2-3), we must;



procedure INTERFERENCKw, C, t)

if £ > MAXTIME then return - 4.1. Potential-job interference

1:

2

3 end if — . . . .

4 UPDATEINTERFERENCEEN(C, £); Def|.n|t|on 1: Given a_JopJa (_)f an AVR task activated in mode

5. for @ = a~ to ot step Aa do m at timet,, the potential-job interference,,, ,, () of J, is the

6 Wt Q(w, @); maximum computational_requestgenerated]pyandJaH, inthe

7 Tret  T(w, a); interval [0¢], for all possible releases of, ; att, 11 = tq + 6.

8 Crert « C 4 O(Tme); As explained in Section 3, job releases depend on the engine
9 INTERFERENCEw" ™!, O ¢ + Tmert); dynamics, and the future release times and modes/,of;

10 end for are constrained by the maximum/minimum acceleration of the
11: end procedure engine. At timet,, i,,,.»(0) = C™, sinceJ, is released in mode

Figure 6: Procedure for computing the interference of an AviR- Considering the maximum acceleratior, it is easy to see
performing an exhaustive tree-search. that no job release can occur in the inter@at § < T'(w,, a™);

therefore, in this interval,,, ,,,(0) = C™.
For T'(wge,a™) < § < T(wq, ™), an additional job release
must be considered: the earliest considering the maximum ac
« update the worst case interference function for a givenevalge|erationa*, the latest considering the maximum deceleration

of ¢ (line 4); _ o~. Depending on the engine dynamics, the released job can

» for each acceleration: belong to a number of different modes. The larger the accel-
— compute the speed and the period related to the nék@tion/deceleration range, the greater the number ofilgess
job (lines 6-7); modes. Since we are modeling the worst-case interferenea of

— accumulate the overall computational request (line 8)AVR task, we have to take into account all possible job redsas

— recursively call the functionNTERFERENCE(line 9).  for each possible mode’ with T™" € [T'(wa, ™), T'(wa, a7)]

Th . interf function i ‘ e funci T™ is included in the range). Finally, fof > T'(ws,a~), N0
e maximum interference function is a stepwise functiqn.,se 0f/,11 can occur; hencei, . (6) = C(T(wa,a~)) is

_srtr(])rlng thedmax.lymum :nterference tlrg:e fotr I_eacr; p935||blee/al the computational request of the latest possible job reléaze.
€ procedure EDATEINTERFERENCEEN at lin€ 4 SIMply Saves o 05 iw, m(d) is a non-decreasing stepwise function, where

the maximum cumulative value of the computational demand f8ach step represents the release of a different made
the time instant passed as argument.

In summary, for a givenv, the procedure generatest@e ;, . ()

of job releases. Hence, computing the interferefggt) is a
. . . C s m m—1

search problem in the speed domain, and requires a comjisitte ¢ ¢ —
of the tree. The interferencg,, (t) corresponds to the maximum  5-m 1
among the interferences generated from all possible jobeseses
starting with speedyy. This procedure is very expensive in terms.m , ~m+
of computational complexity, and intractable for most piced
uses. The next section determines a pruning rule that CUtS A, i
significant number of branches, while still guaranteeinggact

interference analysis. cm ‘ ‘
0 T(wa,at) T T™  T(we,0) T T(we,a”)d
) ] Figure 7: Potential job interference of a job activated uett,,
4. Computing the exact interference in modem.

To cut redundant branches in the search tree, we note tha'fIgure 7 shows an example of potential job interference

for each job release after the critical instant, only a firgts assuming that the engine dynamics allows to release jobs of

o . . two different modes in acceleration, and one in decelenais
of critical job releases must be taken into account to dettiee . . : . )

. . ; . explained is Section 3, the interferenkg (¢) of an AVR task is
maximum interference. We explain how to compute such eatitic

. : : the maximum sum of all its possible job requests. Therefibre,
job releases, and then derive a pruning rule for the seanitlgm . : . . .

; : . is possible to expresk,, (t) as the sum of time-shifted potential
presented in the previous section.

. ) job interferences.
First of all, we construct the interference generated by MR A~ e fo)10wing theorem allows identifying the job instandes
task as the sum of the possible contributions of its indiglduhich the interference dominates the one for job instandes a

jobs. To determine the potential interference generatealdigigle ihqr release times and therefore it can be used as a prurieng
job J,, it is necessary to consider all possible released gf; to reduce the search space.

compatible with the given acceleratienc [, at].



Theorem 1:Let J, and J, be two jobs released in modea subset of potential job interferences that contributdéoexact
m, and letw, and w, be the instantaneous engine speeds iaterferencel,, (t).
their respective release times.df, > w, andC(T' (w,, ™)) = Pruning rule properties. Consider a generic job;_;, and its
C(T(wp, ™)), thenVd > 0 iy, 1m(0) > duy.m(9). immediate followerJ;. The release time of/; is variable and
depends on the engine acceleration. gt be the instance of
J; released at time (¢ is one of the activation times allowed
by the acceleration range of the engine). The objective ef th
pruning rule is to identify a limited sé® of critical job instances
satisfying the following properties:

(i) foreachJ; ) ¢ P, there must exists & ;) € P for which

the potential job interference of; ;) dominates the one of

Proof: The proof is trivial forw, = wy, therefore in the
following we assumev, > wy. Since, for a giveny, T'(w,a™)
andT'(w, ™) are both monotonic decreasing functions.nwe
have:

() T(wa,a™) < T(wp,a™);
(i) T(wa,a™) < T(wp, ™).
From (i) we can derive that,,, ,,(0) = iy, .m(0) = C™ for ()
0 < T(wa,a™). For T(we,a™) < § < T(wp,a™) we have iy for each Jisy & P, there must exists &; , € P such

iwb,m(5)+ = O™ (job releases after/, cannot occur before that the interference generated &l job releases following
T(wp, ™)), while i, m (5) can be larger because of the possible ;. (s) is dominated by the interference af least oneset of
job releases following/,. Hence, in the rang&(w,, a™) < § < pc;ssible job instances following, ;).

Jr . .
T(wp, a™), we ha\i&“a*m@ =~ Z“fbvm(a)‘ o Property (i) allows to eliminate all the job instancgs, ¢ P,
For§ > T'(wp, a™) two scenarios are possible: , N . ) ; .
N N ) o while property (ii) allows to discard the entire sub-treejolb
o T'(wp,a™) < T(wa,a”), i.e., the two single-job interfer- jstances released aftdr ).
ences are overlapped in tlme In this case,fow,, a™) <
5 < T(wa, ™), We havei,,, m,(6) = iw,.m(6). In this range, Job instances for property (i). Suppose that the critical instant
the single-job interferences are considering the sameaactioccurs when the instantaneous engine speeg iand the AVR

tion periods, therefore they model the same computatiof@$K iS in modem. The potential job interference,, . (t) is
demand:; the initial value of I, (¢). Using Theorem 1, it is possible to

o T(wp,at) > T(ws,a”), ie., the two single-job inter- identify a setp @) c P of job releases for which their potential

ferences are non-overlapped in time. In this case, fig interference dominates the others. _

T (wp, ") < 6 < T(wa, ™), We haVei,, m(6) > iw, m(8) Theorem 1 only _apphes to jobs actlvat_ed in the same mode.

SiNCE1u, m(5) = C™. Hence, the seP) includes at least one job instance for each
modem such thatl},, € [T'(wo, a™), T(wo, @~ )]. For each mode,
we need to consider thearliestjob release, in order to satisfy
the theorem hypothesis, > w;. Formally, we refer to such job
releases as thearliest distinct mode changéEDMCs). EDMCs
can also be defined as the set of the job instadggs for which

eir current period’; belongs to the s€fepyc, which includes
the period corresponding to the earliest possible arrifa b
instance (max acceleration) and all the periods that cooresto
mode changes, that is
z:z:((j))f _________ Teome = {T'(wo, o)} U{T™ | T™ € [T(wo, o), T(wo, a7 )]}
- In the example of Figure 7, the s&kpmc is given by the time
- - ! instants on the x-axis corresponding to the steps,pf,(t).
! However, the setP() needs to include other job instances
== besides those in EDMCs, since there can be job instaices
) 3 | that are not dominated by any of the instances in EDMC. This
— ! can happen because the instances in EDMC do not necessarily
! 3 | guarantee the last hypothesis of Theorem 1. For these jeases
cm - ‘ : ; . .

] T(we,at) T(wy, o) T(wn. o) T(wb,a*()s Ji(q)s there7|s EOJi’(t) havmgi periodT; ;) € Tepmc With
. . . C(T(wiy ), a7)) = C(T (wi, (), 7))

Figure 8: Example of a scenario for applying Theorem 1. The set EDMC needs to be extended to include other instances.
Hence, the set EDMC %J; 1,), Ji (t.)» - - - Ji,¢.)} 1S sorted by
increasing arrival timesJ; () is the earliest possible instance.

4.2. Pruning rule Then, for every intervalJ; ..y, Ji (t,...)] We need to look for
an intermediate time point (arrival time); that corresponds

In this section, Theorem 1 is used to build a pruning rule féo an instance not dominated by the endpoint, , because

reducing the search space. The complexity is reduced bynfindC (7' (w; (¢,.), ™)) # C(T(wi,(q), 7))

In both cases, ford > T(wa, ™), we have
Gwa,m(0) = tu,.m(d). This follows from (ii) and the hypothesis
C(T(wg,a™)) = C(T'(wp, ™)), Sinceiy, »,(9) is non-decreasing.

Having shown that,,, ,,, () > i.,.m(d) in each possible time
interval, the theorem follows.

Figure 8 shows a typical scenario in which Theorem 1 hol
related to the cas@ (wp, a™) < T(w,, ™).




The candidate time instantg can be computed by consid-
ering that they can only belong to the set of points for which
T'(wj,(tq), ) = T™ for one of the modesn.

e Juin has the same mode a%,,: again this is en-
sured by considering the hypotheg€l§T" (w,, o))
C(T™(wp, ™)) Vn.

If such tq exists, it is added to the set and the test com) O"(w,,a~) < Q"(wy, a); in this case, for each possible job

tinues in the intervallJ; gy, Ji (tm+1)]- When all points in
[i,(tm)» Ji,(tm+1)] @re checked, the algorithm moves to the next
time interval in the original set EDMC until all the domingob
instances are found.

Job instances for property (ii). Unfortunately, Theorem 1 is not
sufficient to discardall the interferences generated by the jobs
following J; (). For example, consider a generic job instance
Ji,(s) for which the potential job interference is dominated by
Jity € PW. Since by hypothesis we have, ,, < w; ), a
job Jii1 sy immediately followingJ; () could have a higher
period thanall the possible jobs instance§, () immediately

following J; ;) (formally, the maximum periods fof; 1 ;) and  Hence the theorem follows.

Jit1,(sy are respectivelyl; 1 oy = T(Q(w; 1),a” ), ) and
Tit1,s) = T(Qwi,s), @7 ),a”) > Tay1). Hence,J; () cannot
be pruned, since it could be thé{T;  ()) > C(Tiy1,))-

The following theorem addresses this issue. To compact the

readability of the theorem, we define the following set:
N = {k € N"|max(T*(wa, ™), T*(wp, 7)) < T™},

Theorem 2:Let J, and J, be two jobs released in mode

m, and letw, and w, be the instantaneous engine sBeeds

at their respective release times. df, > w, andvVn € N
C(T"™(wq, ™)) = C(T™(wp, ™)), thenVt > 0 I, (t) > L, (¢).
Proof: The proof is trivial forw, = wy, therefore in the

Jpn havingwpiy, € [ (wy, ™), Q" (wp, a™)] there exists
a job J,.p, havingw,pn € [Q(wa, ™), Q™ (we, a™)], with
Watn = Wptn. This result implies directlf (T (wqtrn, @ 7))
C(T(wptn,a™)). Since in this interval also the periods for
Jo+n @andJ,,, are overlapped, each,.,, can be mapped to
Ja+n having the same mode. The application of Theorem 1
is then straightforward.

On the other hand, for each possible j®h ,, havingwy,, €
[Q™(wp, a7 ), Q™ (wq, @7 )], the same considerations made for
the upper case hold. Hence, it is sufficient to tdke,, having

Watn = Q" (We, ™).

O

a) I

]

Q" (wp, 07) Q" (wa,a”) Q7 (wa,at) Q7(wp, o)t

Figure 9: Possible scenarios for Theorem 2.

following we assumev, > w,. We must show that, for each gy ysing Theorem 2, it is possible to obtain the complete set
possible jobJy., following J, there exists a jola, following o required by the pruning rule. To identify critical job retes
Jo, such that the potential job interference £f,; is dominated belonging toP we proceed in the same way as @) the only

by that of J,.+1. To do this, we apply Theorem 1 by induction. gifference is that Theorem 2 is applied in place of Theorem 1.
Since Q™ (w, ) is @ monotonic increasing function, we have

VneN Q"wa,a”) > Q" (wp,a”);

VneN Q"wa,a) > Q" (wp,a™).

4.3. Dominant initial velocities

Theorem 2 can also be exploited to find a reduced set of initial
é'nstantaneous speeds that must be considered for thecirgrce
computation. Letv, andw, be two instantaneous speeds at which
the critical instant may occur. If the hypotheses of TheoBeane
verified, then we can conclude thet I, (¢t) > L, (¢), that is,
the interference fow, is entirely dominated by the one far,.

. . - It follows that, given a range of possible engine speeds,ame ¢
For eachn, two scenarios are possible as shown in Figure 9; : T .
’ L compute a set of dominant speeds in this range in the very same
a) Q" (wq,a”) > Q™ (wp,a™); in this case, to apply Theorem

. . . ]Way as we identified critical job releases applying the prgni
02 eaCh{H”' it is sufficient to talff"“*” _haV|gg w“*’; ~rule in the range of speeds determineddy andat.
Q"(wq,a”). Let thenwpyy, € [Q™(wp, a7 ), Q™ (wp, a™)]. In the following,
This choice makes the three hypotheses satisfied, since: « Ai(wi,ws) denotes the set of dominant speeds for an AVR
n - n +3. % )
y g‘(ljt’(lf wbE"_g(;"OWSCf(rj?aQ (2"_’33‘) f)oﬁo?vs(?rb(;r?w t)ﬁe taskr; when the engine speed can vary in the rangeg,].
L4 a+n» = b+n» . * (;,min , mazx H
hypOthesisC(T™ (wa, o)) = C(T™(wy, a-)) Vn. This A = Aj(w™ wi™®) denotes the set of dominant speeds

can be shown by replacing the definition of the func-

of taskr;* for all possible speeds.
fion T (w, @) obtaining C(T(2" (wasn, 0~ ), 0~ )) = « A" denotes the set of dominant speeds of tgskvhen the
C(T(Q™(wp+n, o™ ),a)). SinceC() is a monotonic non-

engine speed can vary in the range compatible with mode
decreasing function, the hypothesis is verified for all

m; that is,
Whn- AP = A(QT™), Q(T™)).

Similarly, sinceT™(w, «) is a monotonic decreasing function, w
have _
VneN T we,a ) <T™(wp,a);

VneN T"(wa,a®) <T™(wp,a™).



This is a key point to simplify the analysis with respect te thSince the WCET ofr; depends on its execution mode, Equa-
brute-force approach described in Section 3, and also tdLfhe tion (9) must be true for all modes. In addition, the full sét o
formulation proposed by Davis et al. [7], since both apphesc speeds ofrj; can be considered using Equation (7), thysis
require to consider the complete range of possible inipalesls. feasible if and only ifvm =1,..., My andVw;, € (wf“,w?]

5. Exact schedulability analysis Cr' +In(Dr(we)) < Dr(wr).
_ i i The previous formula should be evaluated for the full set of
In this section we show how to use the .|nterference.> of an AVR, 4 dlines for moden, denoted a®y":
task 75, (Imw,) to perform a response time analysis [1] of a
generic task set consisting of AVR and periodic/sporadikga T={t|te (DL(wz%l), Dp(wiM)] }
We consider two cases to compute:
« the interference of an AVR task;; on a periodic/sporadic
task 7, with lower priority;
« the interference of an AVR task; on another AVR task;}
with lower priority.
When computing the interference of, on a periodic/sporadic
task or an AVR task with an independent source of activation Crl' +1u(t) <t (10)
events (independent,), the worst-case combination for any When wy

o . and are related to a common speed, the
initial speed of 7;; needs to be considered. To do so, th “L peed

envelopel;(t) has to be computed as the maximum amorﬁrevious analysis is pessimistic and needs to be refined. The
>10p H( . P L : r%sponse time analysis is a functionuaf andr; can be feasibly
the interference functionsy ., (t) for each initial speed. Using

Theorem 2, it is sufficient to consider only the dominant shseeSChedUIed if-and only if

Note however, that we do not need to consider an infinite numbe
of points inD}, sincely(t) only changes its value in the finite
set of time pointZy (max{D7*}) (up to the maximum deadline
for the mode). Therefore;; can be feasibly scheduled if and
only if Ym=1,..., My andVt € DJ* N Iy (max{D}'})

in A%, hence Vwo  Cr(Te(wo)) + I (Dr(wo)) < Dr(wo).  (11)
Ig(t) = Iy, ()} 7 L
u(t) wgle%\xg{ o (t)} ) Considering each mode separately we have:

To simplify the notation of the test, we also define the (finite Vm=1,...,My Vwy € W wp]

setZy(t) of time points less than or equal to the argumgrin m
which (th)e step functior; () changes its value. CL' + a0 (Dr(wo)) < Dr(wo)-
To compute the interference of the high priority task, we-con
5.1. AVR Interference on a periodic task sider the set of its dominant speeds within the speed range
) of every mode forr;. The range of speeds for each mode is
To analyze the interference of an AVR tasf on a lower paritioned in the intervals defined by the dominant speeds o
priority periodic/sporadic tasky,, every possible initial speedy .« | ot (w-1,w%] be the generic interval between two of

of 77; has to be considered at the beginning of the critical instaéﬁch dominant speeds{' € A%), and letp,, be the number
o ege e H m
of r1.. Therefore, the feasibility condition far;, becomes: of such intervals for moden. Il;or each intervalw®-1, w®|

Vwo Cp+ Itw, (D) < Dy, since the deadline is a non-increasing function of the speed
o e B the shortest deadline far; (replacing the termDy (wo) in the
which is the same as formula) corresponds to the dominant: at the highest end of
the intervalw® also allows to upper bound the interference term
Cr+ Ig o (D <Dy.
L+ el (De)} < Do Tyt (D (1)) > T, (D () TOF everywo € (w1, ],
which, using Theorem 2 and Equation (7), reduces to Hence, the schedulability of; can only be tested ip,,, points:
CL+IH(DL)§DL. (8) Ym=1...Mp, i=1...pn
C + Iy yai (Dp(w™)) < D (w™). (12)

5.2. AVR Interference on an AVR task

When analyzing the interference of an AVR-task over an- 6. Evaluation
other lower priority AVR taskr;, two cases can be distinguished. Thi . N luati f th d asalvsi
Let wy andwy be the variables describing the speeds of the IS Ssection presents an evaluation of the proposed aBalysi

activation sources forj; andr;, respectively. As a first case weme'[.hOd carried out on task data Fhat_ are represer!tatlve.rfor a
ngine control system. The application was provided in the

ggggls\z (t::?]st;lt\jl(;rst?\ee?‘rc\j?;&tzz independent, while in the gecggntext of the INTERESTED EU project [8] and consists of a

When rotation speeds are independent, the low-priorify s set of periodic and AVR tasks. One of these tasks is activated
is schedulable if and only if at the TDC mark and is characterized by 6 execution modes,
_ reported in Table 1, and by a maximum perifg,, = 120 ms
Vwpwr Cr(T(wr)) 4+ Inwy (Dr(wr)) < Dp(wr). (9) (corresponding to 500 rpm).



[mode | 1 | 2 | 3 | 4 | 5 | 6 | 3,000
rpm 6500 [ 5500 [ 4500 [ 3500 [ 2500 | 1500
T™ (ms) | 923 | 10.91[ 13.33[ 17.15] 24 | 40

2,800
C™ (us) | 246 | 277 | 343 | 424 | 576 | 965
Table 1: Task parameters used in the evaluation. g
2,600
(] )
(8]
c
o
Such a task is used to compare the accuracy and performalng:e2 400 |-
of the proposed approach with respect to the sufficient lafed 2

method proposed by Davis et al. [7].

Before describing the results of the experiments, a few con- 2200 |- i
siderations are necessary to explain the terms of the cosopar ——ILP [7]
The interference analysis is a function of two variables:ittitial —— Exact
engine speedy, and the lengthi of the interference window. The 2,000 270‘00 3,0‘00 470‘00 5,0‘00 670‘00
ILP method can only compute the interference for a set ofeisc
values oft and wy. Our analysis, thanks to the derivation of Initial speed (rpm)
the d_omlnant speeds, can actually compute the exact intexe Figure 10: AVR Interference for different initial engineegus,
function for all the valueg¢ andwy in their continuous ranges. . . .

To run the experiments, the ILP method has been im Iemenltre]:(? time interval of 100 ms.

p ; p

on a CPLEX solver running on an 8-core Intel Xeon at 2.8 GHz,
while our algorithm was implemented as MATLAB code on a
dual-core laptop Intel i7 at 2.5 GHz. The run time of the two 1800
algorithms resulted to be in the order of few seconds to caenpu
the maximum interference with the ILP algorithm, and abm# o
minute to characterize the interference in the whole tinteriral
with our algorithm.

Three experiments have been carried out. The first expetimers oo

1600

1400

erencel{ s)

is meant to compare the quality of the analysis in the domait~ 1200

of the initial speedvo. Figure 10 plots the interferenc, () | | .. ILP [7] @5600rpm
generated by the AVR task in a time interval of 100 ms for a se 1000 7T __ Exact @5600rpm
of initial engine speeds, between 1500 rpm and 6500 rpm and

a maximum acceleration daf.6210~* rev/imsed. As suggested 800l T O e =
by Davis at al. [7], a quantization step of 100 rpm was used t Time (ms)

define the _se_t of discrete \_/alues f“o"j As shown in the figure, Figure 11: AVR Interference for different time intervalsithvw,
our analysis is able to achieve an improvement of 20 percent,_ 5600 rpm

higher, for specific speeds, exhibiting an average imprerdrof
about 10 percent.

In the ILP formulation, we used the set of linear constrgimés
sented in [7], which does not include any bound on the minimuma thirg experiment has been carried out to evaluate the plssi
engine speed but only on the maximum one and the accelerafigfsequences of the quantization process required by the IL
vall_Jes._Th|s allows the optimization engine to computedirect) ethod for the values ofy,. To do so, the ILP method was
arbitrarily low values for the engine speed for low values.of eyecuted to compute the interference function using for two
and is the cause for the anomalous behavior shown in the figy[&.rete values oy, equal to 5500 rpm and 5600 rpm.
for wg below 1900rpm, where the interference computed using . ) ]
the ILP formulation falls below the exact analysis. Unfortely,  Fi9uré 12 shows the plots of the interference derived by the
the addition of a lower speed bound requires updating seveld” method together with the values computed by our algorith
constraints in a non-trivial way. for the intermediate initial speed of 5550 rpm. As highligght

In a second experiment, we evaluated the pessimism of {Ren€ figure, the interference computed by our exact algorit
ILP method in the dimension of time, for an initial engine spe at 5550 rpm is not dominated by the ILP interference function

wo = 5600 rpm. Figure 11 illustrates the interference functidfPMmpPuted at 5500 rpm, nor by the one at 5600 rpm, despite the
computed by the two algorithms when the interference iatess pessimism of the ILP approach.

varied from 30 ms to 75 ms. In this time range, the pessimism ofThis example makes an even stronger cautionary case against
the ILP method remains of approximately 10 percent, andsterttie use of any analysis based on discrete values, emplwatizn

to increase for larger values of use of an accurate test that operates in a continuous domain.
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