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Abstract—Modern distributed embedded systems frequently
involve wireless communication nodes where messages have to
be delivered within given timing constraints. This goal can
be achieved by adopting a suitable real-time communication
protocol. In addition, connecting such systems with mobile
devices is also desirable for performing configuration, monitoring
and maintenance activities. The Bluetooth Low Energy (BLE)
protocol would be an attractive solution for this purpose, because
it is supported by consumer devices, such as tablets and smart
phones, for implementing personal area networks with reduced
energy consumption. Unfortunately, however, it cannot guarantee
a bounded delay for managing real-time traffic. Modern BLE
radio transceivers allow partitioning the network bandwidth
between the BLE protocol and another user-defined protocol
running on top of the raw radio. This paper exploits this feature
to provide an analysis and a design methodology to guarantee
the feasibility of a real-time custom protocol that shares the
radio with the BLE. Experimental results on a Nordic reference
platform show the feasibility of the dual-protocol approach and
its capability to support a custom real-time protocol on the raw
radio with a bounded overhead.

Index Terms—Real-time Systems, Personal Area Network,
Bluetooth, Dual-protocol.

I. INTRODUCTION

Several mobile applications require communication with
bounded delay, that is, real-time communication [1]. For ex-
ample, a team of cooperating mobile robots form a distributed
network in which nodes, in order to coordinate and take
common decisions, have to continuously exchange messages
to converge to a common decision in a bounded amount of
time [2]. Relative localization of mobile nodes is another
activity that also implies a time constrained communication
among nodes to fuse local sensory information available on
each node into a shared global view of the system. For
instance, a set of data based on the received signal strength
indicator (RSSI) acquired by each node can be converted into
node positions relative to a common reference frame [3]. A
similar need arises in some modern distributed control systems
where the stringent timing constraints coming from the control
application must coexist with the use of wireless connectivity
to overcome the typical drawbacks of wired solutions (e.g.,
cost, weight, and encumbrance).
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For the sake of configuration, operator interface and logging,
it is desirable to have compatibility with general purpose
mobile devices, such as smart phones and tablets. However,
the protocols used by the latter do not support the real-time
requirements of the former.

For instance, low-power communication protocols, as
BLE [4] or ANT+ [5], represent a possible solution for the
user interaction, because they are supported by most mobile
devices, as tablets and smart phones, and also enable longer
battery lifetime. However, these protocols were not designed
for real-time traffic and cannot be used when a bounded
transmission time is required. Moreover, extending them with
a real-time support can be quite difficult or even impossible
without losing compatibility with the standard. Also, most of
these stacks for embedded devices are provided by the hard-
ware producer as binary libraries, preventing any modification.

On the other hand, many protocols proposed in the literature
(see Section II) for real-time traffic in wireless sensor networks
are not supported by commercial mobile devices and do not
represent an attractive solution.

The naive solution to this problem is the use of two radio
transceivers on each node, one for the real-time traffic and
one for the user interaction. Such a naive solution, however,
requires more space, cost, and energy consumption, and could
be not compatible with the design constraints in some specific
systems. The current topology supported by the BLE (rev.
4.0) is seen as a strong limitation. In fact, the Bluetooth
Special Interest Group (SIG) is working to incorporate mesh
networking into the future BLE specification to allow this kind
of topology into the standard. Without such a mesh support,
two BLE nodes would communicate through the master, thus
introducing extra significant delay and packet overhead. In
addition, the communication behavior would strongly depend
on the BLE stack of the master, whose connection parameters
(e.g., the minimum connection period) are specific for different
operating systems. As a consequence, an application-level
approach would be platform dependent, poorly scalable, not
predictable, and hence not suitable for supporting real-time
messages.

In order to already provide working solutions to the market,
some vendors started proposing proprietary dual-protocol ap-
proaches based on sharing the bandwidth between the standard
BLE stack and the transmission using a custom-made protocol
implemented on top of the raw radio. For instance, the CSR
company proposes a proprietary extension [6] to their BLE



devices that allows them not only to receive and act upon mes-
sages, but also repeat those messages to surrounding devices,
so extending the range of standard BLE and providing a simple
ad-hoc mesh network for Internet of Things applications.
Another similar solution is Wirepas Pino [7], which is a fully
automatic, self-optimizing, multi-hop mesh networking proto-
col stack built on top of the Timeslot application programming
interface (API) provided by the Nordic’s nRF51822 Bluetooth
chip. However, none of these solutions consider the problem
of providing guarantees for messages delivery times.

To combine the advantages of the dual-protocol devices
together with the capability of providing real-time commu-
nication, this paper proposes the design and the analysis of
a bandwidth reservation mechanism to share the available
network bandwidth between the BLE connectivity and a
custom protocol dedicated to real-time communication. Such
a mechanism exploits the capability of some modern radio
transceivers to provide a time slot for raw transmission upon
user request. To the best of our knowledge, this is the first
approach in which the BLE is integrated in a dual-protocol
setting to support real-time traffic.

The proposed dual protocol mechanism can also be ex-
ploited in body area networks (BANs) for mobile health
applications [8] whenever nodes need to exchange messages
among them (e.g., for synchronizing sensory data acquisition
to increase precision), while interacting with the user through
a mobile device.

Contributions. This paper has three main novel contribu-
tions. First, it presents a bandwidth sharing mechanism that
allows reserving a fraction of the available network bandwidth
to the BLE and a fraction to another user-defined protocol
built on top of a meta-protocol that regulates the access to the
radio transceiver. Second, it presents a delay analysis that can
be used to guarantee real-time traffic over the network, while
ensuring no buffer overflow in the BLE communication, as-
suming that BLE packets are generated in a periodic/sporadic
fashion. Third, a design method is presented to determine
the maximum bandwidth allocated to the custom protocol
for preventing the overflow of the BLE buffer. Experimental
results are also presented on a platform based on a Nordic
device including both the computation unit and the transceiver,
which allows the development of a dual-protocol solution on
a single chip.

The rest of the paper is organized as follows. Section II
presents the state of the art on the key aspects addressed in
the paper. Section III illustrates the system architecture and the
related models. Section IV presents the foundations needed
to support the proposed dual-protocol approach. Section V
presents the analysis for guaranteeing the real-time traffic,
the design of the proposed meta-protocol, and the analysis
to guarantee the absence of packet loss in the BLE communi-
cation. Section VI presents a design method for determining
the maximum bandwidth that can be allocated to the real-time
traffic preventing the BLE buffer overflow. Section VII reports
some experimental results carried out on the system to better
characterize its temporal behavior. Finally, Section VIII states
our conclusions and future work.

II. STATE OF THE ART

Classic Bluetooth was developed with the aim of replacing
cables on desktop computers in connecting devices such as
printers, mobile phones, etc. It covers distances from 1 m to
100 m, depending on the radio class used in the implemen-
tation, with a bit rate of 0.7 − 2.1 Mbit/s. The maximum
number of slaves is 7 and the peak current consumption is
approximately 30 mA. During the last years, it has been
extended into Bluetooth Low Energy (BLE), having a lower
application throughput of 0.27 Mbit/s, but supporting a higher
number of concurrent communication slaves with lower power
consumption. The main difference with respect to the classic
Bluetooth is the communication paradigm: while the classic
Bluetooth actively keep alive the connection, thus guarantee-
ing the data transfer between two nodes, the Low Energy
version does not, and if needed, it should be implemented
at application-level. With respect to Classic Bluetooth (Basis
Rate, BR, and Enhanced Data Rate, EDR), the BLE has
a much smaller memory requirement in the microcontroller
stack [9].

There exist other communication stacks that can be taken
into account to develop BAN applications [10], [11]. For
instance, ZigBee is a protocol based on the IEEE 802.15.4
standard [12], which can form a mesh network with trans-
mission distances up to 100 m. It supports secure networking
and has a defined rate of 250 kbit/s. At present, however, it is
not natively supported by mobile phones. ANT+ [5] is an open
access multicast wireless sensor network technology that has a
negligible consumption when operating in low-power “sleep”
mode, and a higher one during transmission. It is currently
supported by some mobile phones and is broadly used for
sport and well-being devices (e.g., body weight scales and
step-counters). It is interesting to observe that Dementyev et
al. [13] proved that, for some specific scenarios, the BLE is
more energy efficient than ZigBee and ANT+. In addition, the
BLE has the advantage of being more widespread in mobile
phones, and some Classic Bluetooth devices can be updated
to BLE by replacing the software in the chip [14].

On a different side, to guarantee a timely communication
at the medium access protocol (MAC) layer in wireless
networks, several solutions have been proposed in the liter-
ature, as wireless fieldbus protocols [15], [16]. Some other
authors proposed to control the channel access by a real-
time scheduling algorithm to prevent conflicts in transmission
and guarantee message deadlines [17], [18]. Other authors
proposed solutions for guaranteeing real-time communication
and energy efficiency on IEEE 802.15.4 networks [19], [20].

The development of dual protocols was made possi-
ble by new transceivers allowing the co-existence of mul-
tiple communication stacks. Examples are the multimode
IEEE 802.15.6/Bluetooth Low-Energy WBAN transceiver
for biotelemetry applications proposed in [21] and the
WiZi-Cloud, an application-transparent dual ZigBee-WiFi ra-
dio [22]. Another example is represented by the Nordic
nRF51822 [23] device, that supports multiple protocols, such
as ANT+ and BLE, other than providing support for custom
protocols.



Other industrial projects proposed solutions to integrate
multiple protocols in the same transmission device. Zehavi
et al. [24] developed a wireless transceiver capable of a
joint signal transmit/receive section and a number of signal
up/down conversion sections to transmit and receive signals
in accordance with two alternate protocols. In some of the
developed devices, the transceiver is provided with a processor
programmed to implement a time sharing schedule to facilitate
the coordinated control and performance of transmit and
receive operations. Protocols can be selected among Blue-
tooth, 802.11x, and Home RF. The wireless device can also
be used as a master or gateway of two wireless networks.
Bridgelall [25] proposed a time sharing mechanism that allows
alternating Bluetooth BR with 802.11. Time frames are re-
served for each protocol by exploiting the 802.11 Request-To-
Send mechanism to accommodate for Bluetooth transmission
windows. Finally, Desai et al. [26] proposed a dual-mode BLE
device that identifies idle intervals within Bluetooth BR/EDR
traffic communication and uses the dual-mode BLE device to
concurrently perform various BLE activities. For example, ad-
vertising packet transmissions may be concurrently performed
inside identified idle intervals within the Bluetooth BR/EDR
traffic communication. However, all these products available
on the market aim at integrating standard and proprietary pro-
tocols to improve the interoperability among the nodes. They
share the bandwidth with the only constraint of maintaining the
compatibility with the standard of the implemented protocols
(e.g., avoid timeouts, maintain the connection status), but none
of them provides the feature of guaranteeing timing constraints
on the message delivery time.

Instead, this paper presents an approach sharing the network
bandwidth between the BLE and a custom protocol which is
able to provide guarantees on timing constraints needed by a
real-time protocol.

III. SYSTEM ARCHITECTURE AND MODEL

We consider an architecture where each node is composed
of an elaboration unit and a radio device. The access to
the radio device on each node is regulated by a software
component referred to as radio manager (RM). Each node
is equipped with an implementation of the BLE stack to
undertake BLE communications. As enabled by modern BLE-
enabled devices (e.g., such as [23]), we also assume that the
RM provides a bandwidth reservation mechanism for the radio,
allowing reserving specific time slots to be used in raw mode,
interleaved with the BLE communication.

The rest of this section presents the network topology
for both BLE and real-time traffic, summarizes the main
characteristics of the BLE stack, and introduces a model for
real-time traffic. Such a model will then be used in Section V
to instantiate an example of analysis for a specific real-time
protocol (namely Weighted Round-Robin [18]).

A. Network Model

This paper considers a network infrastructure composed of
n nodes, N1, N2, . . . , Nn, providing best-effort traffic through

the BLE protocol [4] and delivering messages subject to timing
constraints under a real-time custom protocol.

The real-time protocol supports a fully connected network
allowing point-to-point communication between any pair of
nodes. These links are used by the application to exchange
real-time data with timing constraints. This network configu-
ration is typical in most existing real-time protocols, like those
presented in Section II. On the other hand, the BLE protocol
is used by each node to communicate with a single external
device (e.g., an Android tablet), working as a master for the
BLE network. This configuration is the simplest BLE network
that can be formed and it is referred to as Piconet. This
connection allows nodes to send information to the mobile
device for configuration, monitoring and logging activities.
Each node Ni can switch its network protocol between the
BLE and the custom one. It is assumed that the master node
is a commercial mobile device that can only communicate
by BLE, without providing support for the implementation
of a user-defined protocol. Figure 1 shows an example of
network composed by 4 wireless nodes and a master device;
note that real-time links among nodes and BLE connections
to the master device are denoted by different line styles.

Figure 1: Example of a dual-protocol network with one master and
4 slaves.

Although the BLE protocol is quite flexible in terms of
network formation, it is not able to provide support for
timing guarantees, and the capabilities to perform multi-hop
communication has been introduced only since version 4.1.
Moreover, not all devices provide an implementation of the
full standard to reduce footprint and power consumption.
Typically, the companies producing the transceivers do not
provide the code for the network stack, but only a library in
binary format (e.g., Nordic SoftDevice [23]) that works as a
black box. Although the BLE stack cannot be modified to
better integrate real-time communication, the knowledge of
the BLE behavior allows providing a tighter analysis. For this
reason, the behavior of the BLE protocol is summarized in the
next section.

B. BLE protocol and stack

When a BLE node is powered on, it performs the protocol
initialization and starts sending the notification packet on a
set of dedicated radio channels, listing the node characteristics
(e.g., name, type, available data). When the master node (e.g.,
a tablet) starts acquiring the information provided by the node,
it performs a connection sequence sending the communication
parameters, including the period between two consecutive



transmissions (TB) and the maximum number of packets (nB)
that can be sent in each dispatch, called Radio Event.

Each sensor node executes a sporadic task τS , that is
a computational activity whose consecutive activations are
separated by a minimum interval TS . At each activation the
task produces a message of nS packets to be dispatched by
the BLE protocol. The BLE stack provides a hardware buffer
of size nH packets to store data produced by the application.
The number of packets waiting to be delivered (backlog) is
denoted as np and to avoid packet loss it cannot exceed the
buffer size, that is np ≤ nH . At the beginning of each Radio
Event, an interval of time of length tprep is needed to get
all data packets available in the hardware buffer and prepare
them for transmission. When ready, each packet is sent within
a transmission time tp.

Figure 2 illustrates the executions of task τS . The number
of packets (np) in the node waiting to be transmitted (backlog)
is represented in the second line. The dashed line indicates the
maximum backlog (nH ) that can be managed to avoid packet
loss. The last line shows the BLE activities performed on the
node to complete the transmissions.

C. Real-time traffic model

The dual-protocol approach is suitable for the integration
of a wide spectrum of real-time communication protocols.
However, a specific traffic model and a real-time protocol are
selected here to show the effects of the reservation mechanism
on the analyses of the real-time traffic and on the design phase.

As far as the real-time traffic is concerned, each node Ni

generates a stream Si of periodic messages defined by three
parameters: the maximum message length ni (expressed in
number of packets), the message generation period Ti and
its relative deadline Di, both expressed in units of time.
In this paper deadlines are assumed to be equal to periods.
For the purpose of the analysis, the message length will be
expressed as the time Mi used by the radio transceiver to
send the message on a free transmission channel without any
contention.

If a message of stream Si is transmitted through ni packets
and Tpkt is the time needed to transmit a single packet and
receive the associated acknowledge, then Mi can be computed
as follows:

Mi = niTpkt. (1)

The bandwidth utilization required to transmit a message is
denoted as Ui = Mi/Ti. Considering the low reliability of
the wireless link, each packet is encoded by an appropriate
Forward Error Correction (FEC) mechanism [27]. In real-
time networks, this method is usually preferred to packet
retransmissions due to its higher predictability [28].

IV. BANDWIDTH RESERVATION MECHANISM

The proposed bandwidth reservation approach is built on top
of the slot request mechanism offered by the RM and provides
the following features:

• BLE communication capability for each node in the
network ensuring no packet loss;

• Real-time communication among the nodes based on
a real-time meta-protocol that guarantees synchronized
time slots of given bandwidth.

The real-time meta-protocol is not directly capable of sup-
porting real-time communication and serves as an intermediate
layer to support a real-time communication protocol within
the proposed framework. The specific protocol for managing
the real-time communication is a free user choice, under
the assumption that it is able to work on top of a known
sequence of time intervals. Figure 3 illustrates the layer-based
architecture of the proposed dual-protocol approach.

While the BLE communication relies on the BLE stack
as it is, supporting the real-time meta-protocol requires the
following baseline mechanisms: (i) reservation of the radio
device, needed to actually reserve the time slots and (ii) clock
synchronization, which is fundamental to align in time the
slots among the nodes in the network. Such mechanisms are
discussed in details in the two following subsections.

A. Radio reservation

To share the channel between two protocols, a reservation
mechanism is used to allocate time slots according their
bandwidth requirements. Note that the slot allocation can
follow an arbitrary complex sporadic sequence to fit a specific
bandwidth demand generated by the real-time application. To
simplify the analysis and the corresponding presentation, this
paper assumes that slots are periodically allocated reserving Q
time units every P time units. Thus, P denotes the period of
the real-time communication protocol, while Q denotes the
total time budget reserved to the real-time traffic in every
period.

The periodic sequence considered in the paper is just one of
the possible request sequences for which the proposed analysis
has been derived.

As discussed in Section III, the RM provides a mechanism
for using the radio device in raw mode in specific time
slots, interleaved with the BLE traffic. However, such time
slots are not provided as soon as they are requested. In fact,
in BLE-enabled devices the radio is typically managed by
the BLE stack, which needs to complete the ongoing BLE
activity—to leave the BLE protocol in a consistent state—
before releasing the radio device for raw-mode usage. For
instance, Nordic NRF devices explicitly notify this limitation
in their application notes [29].

This behavior of the BLE stack determines that reservation
slots are provided with a variable delay δ, which depends on
the current state of the BLE communication.

An upper-bound δmax on the delay δ can be expressed as a
function of the number of packets nB in any BLE radio event
as follows:

δmax = tprep + nB tp + σBR (2)

where tprep is the time needed to prepare the BLE packets (i.e.,
to pack the application data into the specific packets required
by the BLE standard), nB tp is the time to transmit them, and
σBR is the switching time needed to properly save the BLE
state and prepare the radio for the raw communication. Once
the requested slot terminates, the BLE stack re-acquires the
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Figure 3: Architecture of the proposed dual-protocol approach.

radio device after a switching time σRB needed to restore the
radio status to support the BLE communication.

Figure 4 illustrates the timing behavior of the radio device
under the dual-protocol approach. To better highlight the delay
induced by the real-time traffic on the BLE traffic generated
in the node, the last line (RT ) represents the overall time
interval assigned to all the nodes for running the real-time
protocol. Note that, in this specific example, the presence
of the second protocol affects the BLE communication by
saturating the maximum allowed backlog: the conditions under
which the BLE communication does not incur in over-backlog
will be formally analyzed in Section V-D. In the last time line
denoted as RT, the figure also shows two instances of the
periodic communication requesting the custom slot, separated
by a period P : the first request arrives during the BLE
transmission and experiences a delay δ < δmax, while the
second one arrives at the beginning of the BLE transmission
and experiences a delay equal to δmax. Also observe that,
although the raw radio custom slot can be granted after a delay
δ < δmax, the real-time transmission is started after δmax to
make sure that the custom slot is granted by all the nodes in
the network.

B. Synchronization

To support the real-time communication, nodes must share a
common notion of time to align the communication occurring
within the period slots. A crucial issue that must be addressed
to obtain a robust dual-protocol communication framework
is to bound the differences between local time references
inside each node due to the clock drift. Such a drift is due to
several causes, including the poor quality of clock generators,
possible variations in the supplied voltage, and changes of
the environment temperature. For a given clock source, the
maximum clock drift rate ξsync is expressed in parts per
million.

To mitigate the clock drift in groups of nodes, a lot of
synchronization protocols have been proposed in the litera-
ture [30]. In this paper, a simple synchronization protocol has
been considered and implemented with the objective of pro-
viding a prototype for the dual-protocol system able to validate
the proposed analysis and design. The analysis assumes that
the synchronization protocol is periodically executed inside
the time slot allocated to the raw communication and requires
Qsync time units every Psync time units. If εmax

0 denotes the
clock error at the synchronization time, the timing error ε(∆t)
after a generic interval ∆t < Psync can be bounded by

ε(∆t) = εmax
0 + ξsync∆t. (3)

To safely handle this drift, a guard interval must be inserted
at the beginning and at the end of the slot Q. The length
of such a guard interval must take into account that two
communicating nodes can drift in opposite directions and can
be computed as

σsync = εmax
0 + 2ξsyncPsync. (4)

C. System initialization

To correctly boot the system in a dual-protocol mode, the
nodes perform the following initialization procedure:

1) nodes start using the radio in raw mode and self-
organize in a cluster by executing a network formation
procedure [31];

2) the synchronization protocol is executed to align the
internal time references of the nodes, still exploiting the
transceivers in raw mode;

3) a common time t0 at which the first real-time slot is
requested by all nodes is defined as t0 = t+Tini, where
t is the current time and Tini is an interval sufficient for
carrying out the operations in the next two phases;

4) the raw communication is disabled, allowing the BLE
protocol to perform the initialization phase in which the
Piconet is formed;

5) nodes start sending their data to the external device using
the BLE protocol;

Table I summarizes all the variables used throughout the
paper.

V. DUAL-PROTOCOL DESIGN AND ANALYSIS

This section explains how to guarantee the real-time traffic
upon the proposed dual-protocol approach. It begins by deriv-
ing the conditions under which it is possible to ensure that a
time budget Q is allocated for real-time communication every
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Figure 4: Example of a periodic real-time slot request within the BLE communication.

Variable Description
TS Minimum interarrival time of task τS
nS BLE packets produced by each job
TB Interval between two consecutive Radio Events
nB Maximum number of packets delivered in each Radio Event
tprep Time needed to prepare packets for transmission
tp Packet transmission time
np Number of packets in the node waiting to be transmitted
nH Size of the hardware transmission buffer
σBR Switching time from the BLE stack to real-time
σRB Switching time from real-time to the BLE stack
δ Delay between the slot request and the actual availability

δmax Maximum delay δ
P Request period for the real-time slots
Q Budget assigned to each real-time slot
σsync Safe guards intervals due to clock synchronization
Psync Synchronization period
Qsync Synchronization bandwidth allocation

Table I: List of all variables used in the model.

period P for all the nodes in the network (Section V-A). Based
on such an analysis, Section V-B presents the design of the
real-time meta-protocol introduced in Section IV.

Please note that the proposed approach is agnostic about the
specific real-time communication protocol implemented on top
of the meta-protocol. Hence, existing analysis techniques (e.g.,
[32], [33]) can be adopted to verify the feasibility of real-time
traffic once the worst-case behavior of the metal-protocol has
been guaranteed.

To illustrate a specific example, Section V-C reports the
analysis for guaranteeing real-time traffic using the Weighted
Round-Robin (WRR) algorithm on top of the dual-protocol
approach.

While timing properties can be guaranteed for real-time
communication, the BLE communication is not subjected
to temporal constraints. However, Section V-D analyzes the
conditions under which the real-time communication does not
cause packet loss for the BLE communication due to over-
backlog.

A. Guaranteeing real-time slots

As described in Section III, bandwidth partitioning is en-
forced by a reservation mechanism that provides a time budget
Q every period P for accessing the radio device in real-time.
Hence, the bandwidth reserved to the real-time traffic is

URT =
Q

P
. (5)

However, to actually guarantee the bandwidth utilization URT

for the whole network it is required that all the nodes in the
network are provided of at least Q time units every period P
in a synchronous manner. Multiple phenomena must be taken
into account to correctly ensure this condition.

As discussed in Section IV-A, we recall that, once time slots
are requested to the RM, nodes may incur in a variable delay δ
before actually accessing the radio device. An additional delay
can also be introduced by the synchronization error ε in the
local clocks of the nodes. The major problem with such delays
is that the actual time interval in which the nodes have their
slots overlapped in time can be lower than the requested slot
length Q, hence violating the overall bandwidth requirement
of the network.

The reasoning explained above leads to a conclusion that
a slot length larger than Q must be requested to the RM to
guarantee that all the slots are overlapped in time for at least
Q time units. The minimum slot length to be requested to
guarantee an overlap of at least Q time units is defined by the
following lemma.

Lemma V.1. To guarantee that all the slots for real-time
communication overlap for at least Q units of time, each node
must request a slot with length Q̂, where

Q̂ = Q+ Θ = Q+ δmax + 2σsync + σRB . (6)

Proof. The start time of the slot allocated to a node can vary
due to two reasons: the delay δ and the clock synchronization
errors ε. Since these two causes are independent, they can
be considered separately. Consider an arbitrary time window
containing one time slot for each node. The minimum overlap
in time of the slots requested by the nodes in the network
is given by the worst-case scenario in which (i) at least one
node N1 acquires the slot as soon as possible (i.e., with a
delay δ = 0) and (ii) at least another node N2 acquires the
slot as late as possible (i.e., with the maximum delay δ =
δmax). Because of the clock synchronization error ε, the actual
time at which a node requests the slots can be shifted by
a maximum of σsync time units, consequently the maximum
shift between two nodes requests for the slot can be shifted by
2σsync. Hence, when both the nodes request slots with length
δmax + 2σsync + Q, the slots are overlapped in time for at
least Q time units. The lemma follows by considering that
σRB time units are needed to restore the radio device state
before terminating the slot, hence an additional interval of



length σRB must be subtracted from the actual time reserved
for the real-time communication.

Lemma V.1 allows defining the real-time meta-protocol.

B. Design of the real-time meta-protocol

This section states the rules defining the proposed real-time
meta-protocol to be implemented on each node. Let t0 be the
the instant of the first slot request and let tk be a generic time
at which a node in the network requests a reservation slot.

• Rule 0. At time t0, each node issues the first request for
getting a real-time slot and such a request is periodically
repeated every P time units; hence, tk = t0 + kP with
k = 0, 1, . . .

• Rule 1. Each node always requests a slot of length Q̂ to
the RM according to Lemma V.1.

• Rule 2. A node receiving the slot at time tk + δ must
wait until time tk + δmax before enabling the access to
the radio device for the real-time protocol.

• Rule 3. At time tk + δmax +Q+ 2σsync, each node con-
cludes the real-time communication restoring the radio
status to BLE mode.

The slots temporal alignment is expressed by Rule 2 that
forces all nodes to wait till δmax even if the slot for a specific
node is granted earlier. Rule 3 is in charge of restoring the
BLE stack and reclaiming the remaining part of the requested
slot for the BLE traffic that otherwise would be wasted.

An example of the behavior of the real-time meta-protocol
is illustrated in Figure 5, where clock synchronization errors
are not considered for the sake of clarity. Three nodes (N1,
N2, N3) perform a request at time tk = 0 (Rule 0) of a slot
of length Q̂ (Rule 1). Although each node Ni receives the
slot at a different times δi, it waits until δmax (Rule 2) before
actually using the custom slot. At time δmax+Q+2σsync each
node requests to restore the radio for the BLE transmission
(Rule 3), even though the received slot would finish at time
δi + Q̂. Note that the actual BLE slot starts after σRB time
units due to a radio switch overhead.
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Figure 5: Example of slot requests from different nodes.

Note that in this specific example the slots overlap of Q+
2σsync since all the requests are synchronously issued at time
tk = 0, while in the presence of a synchronization error the
overlap time is guaranteed to be no smaller than Q, as stated
in Lemma V.1.

C. Example of real-time traffic analysis

This section presents the analysis to guarantee the real-time
traffic upon the reservation mechanism provided by the RM.
Note that the reservation mechanism is independent of the
real-time protocol used to regulate the access to the radio in
the time slot Q. To make a specific example for the analysis,
this section assumes that real-time slots are assigned by the
Weighted Round Robin algorithm. In each real-time interval
of length Q, the channel is accessed by the nodes according
to the protocol, and each node Ni is assigned a time budget
Qi equal to

Qi =
Ui

URTQ, (7)

where URT =
∑

i Ui is the total bandwidth utilization required
by the real-time streams. Note that, if the budget is assigned
according to Equation (7), the sum of the budgets reserved to
the nodes is equal to Q and the real-time bandwidth utilization
is equal to URT = Q/P .

The following lemma provides an upper bound on the
maximum time needed by node Ni to send a real-time message
of length L.

Lemma V.2. Given a node Ni with an assigned transmission
budget Qi the worst-case response-time for sending a real-
time message of length L is upper-bounded by

Ri(L) = L+

 L⌊
Qi

Tpkt

⌋
Tpkt

 (P −Qi). (8)

Proof. The worst-case for node Ni occurs when the message
is sent ε units of time after the beginning of its slot. In this
case, in fact, the Weighted Round-Robin scheduler reassigns
the slot to the next node, determining a waiting time no larger
than (P −Qi) time units before Ni can start the transmission.
Due to the discretization imposed by the packet transmission
time Tpkt, only x = bQi/TpktcTpkt time units can be actually
used to transmit messages inside a slot.1 Hence, the number
of slots needed to transmit the message can be computed as
dL/xe. Before granting the access to each of these slots, the
node has to wait for (P − Qi) time units, thus obtaining a
total waiting time of dL/xe(P − Qi) time units. The lemma
follows by noting that the response-time is bounded by the
maximum waiting time plus the message length L.

Each node is in charge of transmitting real-time messages
with a maximum length Mi, hence the response-time bound
for the message transmission can be computed as ri =
Ri(Mi). However, this does not hold for all the nodes in the
network. Due to the synchronization protocol, one of the nodes
is in charge of sending additional periodic synchronization
messages. Since the synchronization message is transmitted
within the slot allocated to real-time messages with a higher
priority, the response-time bound ri of such messages is
inflated. The following lemma allows bounding the response-
time in the presence of synchronization messages.

1We assume that the packet transmission is skipped if it cannot complete
within the end of the slot.



Lemma V.3. Consider a synchronization message with length
Qsync and period Psync. Let Ni be the node in charge of
transmitting such a synchronization message. The worst-case
response-time for sending a real-time message of length Mi

from node Ni is upper-bounded by the least positive fixed-
point of the following equation:

ri = Ri

(
Mi +

⌈
ri
Psync

⌉
Qsync

)
. (9)

Proof. The worst-case scenario occurs when the start of the
synchronization period is aligned with the time in which the
real-time message is issued. Let ri be the (tentative) response-
time of the real-time message under analysis. As long as
the transmission of the message is pending, no more than
dri/Psynce synchronization messages are issued. Hence, the
total payload to be sent within the real-time slots amounts
to L = Mi + dri/PsynceQsync. By Lemma V.2, Ri(L) upper-
bounds the response-time for transmitting such a payload, thus
leading to the recursive expression for ri. Hence the lemma
follows.

Finally, in order to guarantee that the timing constraints on
messages generated by any node Ni are met it is sufficient to
check that

∀i = 1 . . . n, ri ≤ Di. (10)

D. BLE traffic analysis

A sufficient condition to prevent BLE packet loss can be
derived by analyzing the dual-protocol behavior within a single
reservation period P . In fact, if the BLE stack is able to
send all the messages produced by the node (by task τS , as
illustrated in Figure 4) within the period P , then, at the end
of each reservation period, no backlog is “pushed” in the next
period, hence preventing packet loss in the long run.

We begin by deriving a bound on the BLE packets produced
in an arbitrary time interval.

Lemma V.4. As long as task τS is guaranteed to complete
within its next activation, the maximum cumulative number of
BLE packets produced by τS in any interval of length t is
bounded by

pp(t) =

⌈
t+ TS
TS

⌉
nS (11)

Proof. Without loss of generality, assume that the interval of
interest starts at time 0 and ends at time t. The jobs of τS
released before time −TS are completed at time 0, thus cannot
produce BLE packets within [0, t]. Similarly, the jobs of τS
released after time t can be also discarded. In the interval
of time [−TS , t], no more than d(t+ TS)/TSe jobs can be
released by τS . Each of these jobs can produce at most nS
BLE packets. Hence, the lemma follows.

We recall that BLE packets are transmitted through Radio
Events, each of them transmitting nB packets. Hence, the
number of Radio Events needed to transmit the BLE packets
produced in the reservation period P is no larger than⌈

pp(P )

nB

⌉
. (12)

It follows that the reservation period P must be large enough
to accommodate the real-time budget Q with the associated
overhead Θ (see Lemma V.1) and guarantee enough time for
the BLE to send the maximum accumulated backlog. Thus,
by applying Lemma V.4, we have

P ≥ Q+Θ+

⌈
pp(P )

nB

⌉
TB = Q̂+

⌈⌈
P + TS
TS

⌉
nS
nB

⌉
TB . (13)

Considering the properties of the ceiling function (see [34],
p. 72), if nB is a multiple of nS , Equation (13) can be rewritten
as

P ≥ Q̂+

⌈(
P + TS
TS

)
nS
nB

⌉
TB . (14)

When the reservation mechanism prevents the BLE com-
munication, the produced BLE packets are backlogged in the
hardware device buffer. To guarantee that no BLE packets will
be lost, it must be that, at any time, the maximum backlog
is smaller than the buffer size nH . The maximum backlog
is accumulated in the worst-case scenario in which the first
BLE packet is produced at the beginning of a real-time slot
request: in this case the radio will not be available for BLE
communication for at maximum Q̂ time units; then, after TB
time units, a BLE Radio Event will certainly occur. Hence,
Q̂+ TB represents the maximum time interval in which BLE
packets are not processed for transmission. Therefore, the
necessary condition to avoid packet loss can be expressed as
follows:

pp
(
Q̂+ TB

)
≤ nH . (15)

VI. SYSTEM PARAMETERS DESIGN

This section proposes a design methodology for determining
the reservation parameters (namely, the budget Q and the
period P ) that maximize the bandwidth URT reserved for the
real-time communication while guaranteeing that no packets
are lost for the BLE communication due to over-backlog. In
particular, the optimization design problem can be expressed
as follows:

Find reservation parameters (Q,P ) maximizing the
bandwidth URT = Q

P while ensuring no BLE packets loss.

To simplify the presentation of the design methodology,
we assume that the number of packets nB transmitted in
each Radio Event is a multiple of the number of packets nS
transmitted by the task managing the BLE communication.
Note that an approach similar to the one presented in this
section can also be applied to the general case in which this
assumption does not hold. However, the presentation of such a
general case would require a non-trivial dedicated discussion,
which is out of the scope of this paper, and hence is left as a
future work.

Under the above assumption, the conditions to guarantee
the absence of packet loss for the BLE are expressed through
Equation (14) and Equation (15), which define a region R
in the P -Q plane expressing all possible values for the
reservation parameters such that no over-backlog will occur.
An example of region R is illustrated in Figure 6. The goal of
the optimization problem is to identify the point (Qopt, Popt)



belonging to this region that maximizes the bandwidth URT,
which corresponds to the slope of the line passing from the
point (Qopt, Popt) and the origin of the plane.

PsPo P3

Qo

Qs

Q

P

R

Figure 6: Example of region for the optimization problem.

First of all, note that, due to the ceiling operator, the
region includes multiple local maxima. Such maxima can be
computed by identifying the points in which the argument of
the ceiling function in Equation (14) is an integer, that is, the
values of P satisfying the following equation(

P + TS
TS

)
nS
nB

= k, k ∈ N. (16)

From Equation (14) it results that

Q̂ ≤ P −
⌈(

P + Ts
TS

)
nS
nB

⌉
TB , (17)

hence, the family of maxima as a function of k ∈ N isQmax(k) = Pmax(k)
(

1− nS

TSnB
TB

)
− nS

nB
TB −Θ

Pmax(k) = TS

(
k nB

nS
− 1
)
.

(18)

Now, note that Equation (15) leads to a constant upper-bound
on the budget Q, that is

Q ≤ TS
(⌊

nH
nS

⌋
− 1

)
− TB −Θ. (19)

Such an upper-bound cuts region R in the point (Qsat, Psat)
(see Figure 6). Such a point is a candidate for having the
maximum bandwidth URT and can be found by replacing the
upper-bound of Equation (19) in Equation (14), so obtaining:Qsat = TS

(⌊
nH

nS

⌋
− 1
)
− TB −Θ

Psat = Qsat + Θ +
⌈(

Psat+TS

TS

)
nS

nB

⌉
TB ,

(20)

where Psat can be computed by using a fixed-point iteration.
Being all the points (Qmax(k), Pmax(k)) on the same line,

candidates for the optimal point (Qopt, Popt) have to be found
by only considering the first point for k = 1 and the last point
before the saturation, which occurs for

k =

⌈(
Psat + TS

TS

)
nS
nB

⌉
− 1. (21)

In conclusion, the optimal solution can be found by identifying
the couple of budget Q and period P giving the maximum
bandwidth as follows

URT = max

{
Qsat

Psat
,
Qmax(1)

Pmax(1)
,
Qmax(k)

Pmax(k)

}
. (22)

VII. EXPERIMENTAL RESULTS

This section discusses some implementation details on a
real platform and presents some experiments carried out to
characterize some of the parameters needed for the analysis
and design of the dual-protocol, as presented in Section V and
Section VI, respectively.

We begin by discussing our experimental setup in Sec-
tion VII-A, then we present the experimental results carried out
from three different experiments. The first two experiments,
respectively reported in Sections VII-B and VII-C, have been
conducted to empirically measure the parameters δ and σsync
required in Equation (6). Such parameters are crucial for the
analysis presented in Section V in order to guarantee the real-
time slots. Finally, to validate in practice the above mentioned
analysis, in Section VII-D we present an evaluation of the
proposed slot reservation mechanism. This experiment empir-
ically confirmed that real-time slots are correctly provided by
the dual-protocol mechanism when configured according to
our analysis.

A. Experimental setup

Experimental data have been derived on a network of
wireless nodes built around the nRF51822 device produced
by Nordic, combining a low-power ARM Cortex-M0 core
with a 2.4 GHz radio transceiver. The core is endowed with
256 kB of flash memory and 16 kB of RAM memory. The
transceiver supports the BLE communication stack plus a raw
operation mode that can be used to run a custom real-time
protocol. Nodes exchange data among each others using the
custom protocol and send data to a master unit (consisting of
an Android tablet) only using the BLE protocol.

The software in the wireless nodes has been developed in C
language on top of the ERIKA Enterprise real-time kernel [35].
The BLE stack is provided by Nordic as a binary library named
SoftDevice. The access to the raw radio mode is performed
through an asynchronous API of the SoftDevice, passing two
parameters Qreq and δreq, where Qreq is the length of the
requested slot and δreq is the delay by which the slot has to
be granted. If the slot cannot be granted within δreq, because
it is not compatible with the timing of the BLE protocol,
the API returns an error code; otherwise, a success code is
returned and a slot start signal is sent to the application through
a software interrupt. To make sure that a bandwidth URT is
guaranteed for the real-time traffic, Qreq must be equal to Q̂
(see Lemma V.1) and each slot request must succeed. This is
obtained by specifying a δreq value equal to the upper bound
δmax compatible with a correct behavior of the SoftDevice,
that is δreq = δmax.

Table II reports the values of the parameters that character-
ize the Nordic-based reference platform.

nB TB tp nH σBR σRB δmax tprep
6 30 ms 967 µs 6 350 µs 10 µs 10 ms 1500 µs

Table II: System constants for the Nordic platform.
B. Experimental delay evaluation

The first experiment has been carried out to characterize
the delay δ. Timing measurements were performed on a node



communicating with the master device to profile the length
of the interval between the instant at which a time slot is
requested (named TS REQ) and the instant at which the
signal notifies that the radio can start transmitting using the
custom protocol (named INT TS START ).

The experiment was repeated with different values of the
period P , namely, 20 ms, 35 ms, 50 ms, and 100 ms. The
sequence of requests has been issued by a periodic task
and the delay δ of each request has been measured. To
evaluate the effect of the BLE communication on the delay,
the experiment has been done under two load configurations:
without data traffic (i.e., transmitting only the message needed
for the initialization phase) and with data traffic generated at
a frequency of 50 Hz (TS = 20 ms). The traffic is composed
by one BLE packet for each transmission (nS = 1) because
the requested application payload is 4 bytes, which is smaller
that the 20 bytes of the BLE payload.

For each configuration, the delays have been acquired for
an interval of 2000 seconds.

Figure 7 reports the delay distribution obtained with a
period P = 100 ms and the described BLE data traffic. The
distributions produced with the other configurations are very
similar and are not shown here for lack of space.
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Figure 7: Delay distribution with a request period of 100 ms and
BLE data traffic.

As it can be easily seen, the delay has a huge variabil-
ity, mainly due to the different internal states in which the
SoftDevice can be when the request is received. In particular,
most of the requests are grated in about 0.4 ms, which is the
time needed to switch the context when there are no ongoing
BLE activities. However, the maximum measured delay is
significantly larger and close to 10 ms. This is the time needed
to prepare a BLE transmission with the maximum number of
packets (nB), send them and put the stack in a safe state before
enabling raw transmissions.

C. Synchronization error evaluation

The performance of the dual-protocol depends on the band-
width overhead due to the guard intervals (σsync) that are
needed to avoid synchronization issues caused by a relative
drift among the nodes clocks. Two experiments have been
performed to show that the use of a synchronization protocol
can limit the clock drift and hence can bound the maximum
displacement between the requests for real-time slots in differ-
ent nodes. This provides safe guard intervals (σsync) with an
acceptable bandwidth overhead for the dual-protocol approach.

This test has been carried out using two nodes. Each node
notifies its requests on a digital output and requests from both
nodes are acquired with a logic analyzer in order to make the
measurement error negligible.

In the first experiment, the nodes execute the synchroniza-
tion procedure during the initialization step and then operate
for an interval of 30 minutes without re-synchronizing their
clocks. Slot requests are performed with a period P = 500
ms, while the BLE stack is sending one packet every 30 ms.
Figure 8 shows that the relative clock error (∆T ) increases
linearly, as expected. With the adopted experimental configu-
ration, the achieved guard intervals is σsync = 3 ms.
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Figure 8: Drift between slot requests performed by 2 nodes with
initial synchronization only.

Note that the spikes appearing on the theoretical linear
behavior are motivated by the fact that the interrupt service
routine in charge of the system clock can be delayed by the
execution of the SoftDevice interrupt handler, which runs at
the highest priority.

The second experiment uses the same setup as the previous
one, with the only difference that the synchronization is
periodically executed with a period (Psync) equal to 8 minutes.
Figure 9 shows the relative clock error of the two nodes.
As clear from the plot, the synchronization protocol is able
to bound the drift by a constant that takes into account the
drift rate in the nodes, the synchronization period, and the
execution time of the SoftDevice interrupt routine. Note that
the spikes caused by the delay in the execution of the timer
interrupt service routine prevent the synchronization protocol
to totally reset the clock error between the two nodes. The
protocol is unaware of the delay and translates it in a clock
bias for the whole interval Psync till the next synchronization
event. However, such an error does not affect the dual-protocol
approach, which only requires a bound on the maximum value
of the drift.

D. Evaluation of the slot reservation mechanism

This experiment has been carried out to verify that the
duration of the slots provided by the BLE stack is sufficient to
satisfy the bandwidth requirements needed for the integration
of a real-time protocol. To achieve a desired slot duration Q, a
slot of duration Q̂ must be requested (see Lemma V.1), taking
into account all the overheads and constraints resulting from
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Figure 9: Drift between slot requests performed by 2 nodes when the
synchronization is repeated every 8 minutes.

the implementation of the proposed reservation mechanism.
As stated in Equation (6), reported below for convenience,

Q̂ = Q+ Θ = Q+ δmax + σRB + 2σsync. (6)

the overhead Θ is composed by σRB , which is constant and
depends only upon the SoftDevice execution, and the other
two factors that have been measured by the previous two
experiments (δmax = 10 ms and σsync = 3 ms).

In this experiment, Q = 30 ms and Θ = 16.01 ms, so
Q̂ = 46.01 ms. Slots were periodically requested to the
SoftDevice every 100 ms and the actual slot duration Q∗

has been measured. Timing measurements were performed by
switching an output pin at the beginning and at the end of the
Slot, and capturing them by a logic analyzer in order to make
the measurement error negligible. In this way, the achieved
precision is at the single executed opcode for the used CPU.

Figure 10 shows the distribution of the Q∗ measurements.
As it can be easily seen, all granted time slots are longer than
the minimum desired value Q, thus confirming the feasibility
of the proposed approach.

Figure 10: Distribution of the measured slot duration Q∗.

VIII. CONCLUSIONS

This paper presented a bandwidth reservation mechanism
for partitioning the radio transceiver between two protocols:

the Bluetooth LE and a real-time custom protocol. The ad-
vantage of this approach is to enable real-time communica-
tion among nodes in a distributed embedded system, while
preserving a standard connectivity with mobile devices, as
tablets and smart phones. The real-time bandwidth partition
can be used for internode communication subject to timing
constraints and for node synchronization, necessary to trigger
the slots allocated to the two protocols and reduce the timing
error associated with the data acquired from different nodes.

An evaluation performed on a Nordic reference platform
showed the applicability of the proposed approach and the
capability to support a custom real-time protocol on the raw
radio with a bounded overhead of about 10 milliseconds. This
allows guaranteeing, for example, reserving a real-time slot of
30 milliseconds every 100 milliseconds without jeopardizing
a BLE communication requiring a bandwidth of 1000 Mbit/s.

The next step will be the analysis of the different real-time
protocols and synchronization mechanisms to understand what
features are required to maximize the advantages of this new
approach.
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