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Abstract—This paper presents a set of sufficient-only, but accurate schedulability tests for fixed-priority scheduling. The tests apply to the general case of scheduling with constrained deadline where tasks can incur in blocking times, be subject to release jitters, activated with fixed offsets, or involved in transactions with other tasks. The proposed tests come in a linear closed-form with a number of conditions polynomial in the number of tasks. All tests are targeted for use when encoding schedulability constraints within Mixed-Integer Linear Programming for the purpose of optimizing real-time systems (e.g., to address task partitioning in a multicore system). The tests are evaluated with a large-scale experimental study based on synthetic workload, revealing a failure rate (with respect to the state-of-the-art reference tests) of less than 1% in average, and at most of 2% in a very small number of limit-case configurations.

I. INTRODUCTION

Timing and schedulability analysis is often seen as a verification and analysis tool, to be used to certify that a given system configuration is safe and feasible with respect to timing constraints. However, especially in the context of systems that are feature rich and considering the availability of platforms with multiple cores and multiple processing nodes, the burden is often on the shoulders of the designer, who has to define the execution platform and the software configuration, including the design and allocation of the tasks. In this context, the results of timing analysis should be used to define constraints in a design optimization process, helping select the feasible configuration with the best performance.

Examples of problems that require such a formulation are the need to move applications from single core to multicore or even manycores, partitioning the software tasks, or the design of logical execution time frames, to restore determinism in the communication between tasks in multicore systems [1], [2].

Feasibility constraints have been encoded for use in design optimization in previous works. However, a common drawback of most formulations is their complexity, which may prevent an effective use in the optimization of problems of industrial size. This is the reason why approximate (sufficient-only) formulations with good accuracy could be quite helpful in allowing a mathematical formalization and solution to several problems of practical relevance.

This paper. In this work, we provide several extensions to a schedulability formulation that was found to be effective in the case of Rate Monotonic fixed-priority scheduling [3] and only required a number of constraints that is quadratic in the number of tasks. We show how the concept can be extended to deal with a large number of cases of practical interest including: scheduling with jitter, offsets, blocking times and even transactional scheduling, in which tasks are bound to execute in precedence constrained chains. Most important, we provide a number of experiments that show how the proposed formulation is extremely tight for task sets with randomly generated periods (the most used benchmark in research literature) with a pessimism that is always below 2% and only for very heavily loaded systems. In addition, when periods are selected from a set of pseudo-harmonic options, the error drops to below 1%.

The rest of the paper is organized as follows: an analysis of existing literature on the subject is followed by a definition of the system model in Section II; the available analysis methods are presented in Section III, and the proposed extensions in Section IV. The experimental evaluation for the test cases is discussed in Section V, and Section VI ends the paper.

A. Related Work

The worst-case response time \( R_t \) of a real-time task is often computed with an iterative procedure [4] that is particularly inefficient when implemented in a standard mathematical optimization framework. The problem is discussed in [5], where several options are considered. Possible approximations include sufficient-only tests like the Liu and Layland utilization bound [6] or the Hyperbolic bound [7], or the response time bound in [8]. However, these sufficient bounds can be quite pessimistic and the resulting solutions may be often suboptimal. More recently, efforts have been spent in finding more efficient tests [9] and tighter upper bounds with quadratic-time complexity [10], [11]. Some of these bounds applies also to tasks with jitter, blocking, and cache-related preemption delays, but are not expressed as linear conditions and hence, not suitable for being encoded in optimization formulations such as MILPs.

The test proposed in [12] is the source of a number of other solutions, exact and approximate. In this work, the number of conditions to be checked to ensure schedulability is found to be finite and defined by a set of schedulability points. The condition for each checking point can then be encoded as a constraint to be combined in a disjunction with the constraints from the other points. The set of points in [12] was first found to be redundant in [13], where a subset of points for a necessary and sufficient condition is defined. Finally, in [5], even the set in [13] is found to be redundant and possibly further reducible by solving a set of optimization problems.
However, even if these points are now a relatively small subset of the original set, the encoding can still be prohibitively large, especially considering that the computation of the set of schedulability points requires presolving a set of additional optimization problems.

Given that feasibility can be defined as the OR-combination of constraints, the authors of [13] suggest that sufficient-only tests can be easily derived by reducing the set of points to be checked, but how to select the points to be retained is not discussed. This selection is exploited in [3], where the authors present a sufficient-only analysis for the schedulability of Rate Monotonic task sets, restricting the test to a very small subset of scheduling points. The proposed test is noticeably less pessimistic than existing sufficient ones, it is linear, and shows a performance extremely close to the exact test.

In this paper, we show how an intuition similar to the one proposed in [3] is applicable to a wide range of different task sets (including constrained deadlines, offsets, jitters, and blocking times) and fixed-priority schedulers. The resulting tests are polynomial-time in most cases, maintain low pessimism, good scaling properties and are directly suitable to be used in optimization algorithms as a set of linear constraints.

II. SYSTEM MODEL

We consider a task set \( T \), running on a uniprocessor, composed of \( n \) periodic tasks \( \tau_i \), with \( i = 1, \ldots, n \). The scheduling of the task set is preemptive, and tasks are ordered following a Fixed Priority algorithm (thus including Rate and Deadline Monotonic). The task index reflects the given ordering, where \( \tau_1 \) has highest priority. In addition, \( hp(i) \) denotes the set of tasks with higher priority than \( \tau_i \), while \( lp(i) \) is the set of lower priority tasks. Arbitrary tie-breaking for tasks with the same priority is assumed (i.e., in the worst-case they can interfere each other). To lighten the adopted notation, interfering tasks with the same priority of the one under analysis are simply denoted as higher-priority tasks.

Each task \( \tau_i \) is defined by a triplet \( \{C_i, D_i, T_i\} \), where \( C_i \) represents its worst-case execution time, \( D_i \) is the relative deadline and \( T_i \) the period. The assumption of constrained deadline, i.e. \( D_i \leq T_i \), will be applied throughout the paper. \( R_i \) is the worst-case response time experienced by \( \tau_i \). If the condition \( R_i \leq D_i \) holds for all \( \tau_i \in T \), the task set is deemed as schedulable; otherwise it is not schedulable.

While illustrating the schedulability tests in the following sections, the complexity of the task set under analysis is gradually increased. We will assume that the tasks \( \tau_i \in T \) may experience release jitter with values in \([0, J_i]\), that their periodic activation may be defined with a fixed initial offset \( \phi_i \in [0, T_i] \), and that each task \( \tau_i \) may also suffer from blocking bounded by a quantity \( B_i \) from lower priority tasks.

Furthermore, this work also considers the transactional task model [14], in which a system consists of a set of \( N_T \) transactions \( \Gamma_1, \ldots, \Gamma_{N_T} \). Each transaction \( \Gamma_i \) is defined as a set of \( N_i \) tasks, where each task is denoted as \( \tau_{i,j} \), and is periodically activated with period \( T_i \). Each task \( \tau_{i,j} \) is activated with a fixed offset \( \phi_{i,j} < T_i \) from the activation time of the transaction, and can incur in a release jitter bounded by \( J_{i,j} \).

Tasks are further characterized by a worst-case execution time \( C_{i,j} \) and a deadline \( D_{i,j} \leq T_i \) such that \( J_{i,k} \leq D_{i,j} - C_{i,j} \). The tasks belonging to the same transaction share the same priority. Hence, in this case, the set \( hp(i) \) is also used to denote high-priority transactions.

III. ANALYSIS OF FIXED-PRIORITY SCHEDULING

The classical analysis of fixed-priority tasks executed upon a single processor can be performed by computing the response time \( R_i \) of each task and then verifying whether the inequality \( R_i \leq D_i \) holds for all of them. The response time of a task \( \tau_i \) is given by the least positive fixed point of the following recursive equation [4]:

\[
R_i = C_i + \sum_{j \in hp(i)} \left[ \left\lfloor \frac{R_j}{T_j} \right\rfloor C_j \right].
\]

Solving this equation is a NP-HARD problem as demonstrated by Eisenbrand and Rothvob [15]. Despite its computational complexity, this equation is also not well suited for being used in a mathematical programming framework to optimize or design a real-time system. Indeed, encoding this equation in a MILP requires introducing integer variables to model the ceiling term, which may significantly limit scalability as the number of tasks increases. An alternative formulation for an exact schedulability test under fixed-priority scheduling consists in verifying the following condition for each task \( \tau_i \):

\[
\exists t \in [0, D_i] \mid C_i + \sum_{j \in hp(i)} \left\lfloor \frac{t}{T_j} \right\rfloor C_j \leq t.
\]

Lehoczky et al. [12] demonstrated that the test of Equation (1) does not require dealing with an impractical continuum, i.e., the range \([0, D_i]\), but rather it is sufficient to check a limited number of points for an exact schedulability test. The set is defined by \( S_i = \{aT_k \mid k = 1, \ldots, i; a = 1, \ldots, \left\lfloor \frac{T_i}{T_k} \right\rfloor \} \), with a size that depends on the ratio of the periods of the tasks. The elements in \( S_i \) are called schedulability points. Checking that condition (1) holds for at least one \( t \in S_i, t \leq D_i \) for each \( \tau_i \in T \) is then a sufficient and necessary test for schedulability [12]. Anyway, the complexity of the exact analysis of fixed-priority scheduling remains NP-HARD as recently proven by Ekberg and Yi [16]. Furthermore, the use of this test in a MILP formulation requires one constraint for each point in the set \( S_i \) and combining these constraints in a single disjunction. A reduced sets of check points with respect to \( S_i \) has been found in [13], and finally in [5] a procedure for a further reduction of the set of points for a necessary and sufficient condition is proposed. Both methods improve substantially on the size of the constraints, but can still result in a quite large set in the worst case (formally, still of exponential size). In addition, the reduced set in [5] requires solving a set of nested optimization problems to be computed.

A simpler but tight sufficient-only condition could be useful in many cases. This condition can be computed by leveraging an observation originally provided in [13]. Given that feasibility is computed as the OR-combination of a set of conditions, dropping some of them (hence, some of the schedulability points) results in a sufficient-only test. Therefore, an efficient schedulability test can be defined by finding a subset of \( S_i \), possibly with a polynomial size in the number of tasks, which guarantees schedulability performance very close to the exact
test, i.e., failing in detecting a schedulable task set only in a very small number of cases.

In the case of tasks with a Rate Monotonic priority assignment, Park and Park [3] showed that the adoption of a set of check-points with a quadratic size in the number of tasks results in a near-exact schedulability test. That set, denoted hereafter as \( V_{i}^{\text{RM}} \), is defined for each task \( \tau_i \in \mathcal{T} \) as follows:

\[
V_{i}^{\text{RM}} = \{aT_k \mid k = 1, \ldots, i; a = |T_i/T_k| \}.
\]

Intuitively, this set contains the points in the time interval \([0, T_i]\), when the last activation of each high-priority task occurs, under the assumption of synchronous release and tasks released as soon as possible. \( V_{i}^{\text{RM}} \) is indeed a subset of \( \text{S}_i \). The use of this set transforms Equation (1) into an \( O(n^2) \) number of linear conditions, and is suitable for use in MILP formulations in which the task periods are fixed.

Despite the practical usefulness of this approach, unfortunately and to the best of our knowledge, no similar results have been presented under less restrictive assumptions such as (i) tasks with arbitrary priority assignments, (ii) tasks with release jitter or offsets, (iii) tasks that can incur in blocking times, and (iv) task transactions. The next section aims at filling this gap, offering a more general efficient analysis platform for Fixed Priority schedulability based on linear formulas.

IV. EFFICIENT SCHEDULABILITY TESTS

This section presents a set of schedulability tests for different task models with gradually-increasing complexity. Following, in spirit, the work of Park and Park [3], our objective consists in finding equations for the last activation of high-priority tasks with respect to a scheduling window to be analyzed, which changes model by model. Such points will then be used to build approximate schedulability tests. As it emerges in the following sections, the derivation of such check-points is typically not straightforward, as it requires an explicit consideration of the characteristics of the task sets such as release jitters and offsets. Nonetheless, the approach is general enough to be applied to any fixed priority ordering.

A. Tasks with constrained deadline

First, consider a task set \( \mathcal{T} \) with arbitrary offsets and constrained deadlines. In this case, the formulation of the check-points in (2) can easily be extended by restricting the set to the points that lay before the deadline. Hence, the check-points for a \( \tau_i \in \mathcal{T} \) is \( V_{i}^{\text{CD}} = \{aT_k \mid k = 1, \ldots, i; a = |D_i/T_k| \} \cup \{D_i\} \).

The corresponding schedulability test is then given by:

\[
\exists v \in V_{i}^{\text{CD}} \mid C_i + \sum_{j \in \text{hp}(i)} \left( \frac{v}{T_j} \right) C_j \leq v.
\]

Similarly to [3], the number of linear conditions to be checked for the entire task set \( \mathcal{T} \) is \( O(n^2) \).

B. Task sets with release jitter

Consider the case in which each periodic task \( \tau_k \in \mathcal{T} \) may incur in a release jitter bounded by \( J_k \leq (T_k - C_k) \). In this case, the analysis presented above may be optimistic and incorrect. Following the results in [17], to safely analyze tasks with jitters, it is required to study the critical instant in which (i) the task under analysis \( \tau_i \), and all high-priority tasks have the first activation with maximum jitter at the same time; and (ii) all successive instances are released with zero jitter. This scheduling pattern is denoted as \( \mathcal{J} \).

Considering \( \mathcal{J} \), our objective is to propose an approximate test based on the check-points that result from the last activation of high-priority tasks within the scheduling window under analysis. The test is derived for the case of constrained-deadline tasks (no multiple pending jobs of the same task can exist at the critical instant). The check-points of interest strongly depend on the maximum release jitters of tasks, and can be derived with the following theorem.

Theorem 1. Consider a task \( \tau_i \in \mathcal{T} \) under analysis and assume that all tasks in \( \mathcal{T} \) are released according to \( \mathcal{J} \). Without loss of generality, let \( t = 0 \) be the time at which the first activations of the tasks occur. The scheduling window under analysis is \([0, D_i - J_i] \). A higher priority task \( \tau_k \) has more than one activation in \([0, D_i - J_i] \) if \( T_k - J_k < D_i - J_i \), and its last activation in the interval is defined as

\[
V_{i,k} = \left[ \frac{D_i - J_i + J_k}{T_k} \right] T_k - J_k.
\]

Proof. After the first activation at \( t = 0 \), the second activation of task \( \tau_k \) occurs at time \( T_k - J_k \). Hence, \( \tau_k \) has more than one activation in \([0, D_i - J_i] \) if \( T_k - J_k < D_i - J_i \). The first periodic instance of \( \tau_k \) starts at time \( T_k - J_k \). Hence, the length of the interval in which periodic instances of \( \tau_k \) overlap with the scheduling window under analysis is \( D_i - J_i + J_k \). Since there are \( \left\lfloor \frac{D_i - J_i + J_k}{T_k} \right\rfloor \) activations of \( \tau_k \) that are fully-contained in this interval, the last one occurs at the time defined by (4).

\[
V_{i,k} = \left[ \frac{D_i - J_i + J_k}{T_k} \right] T_k - J_k.
\]

The set of check-points for analyzing \( \tau_i \) can be computed as the union of the points \( V_{i,k} \) defined by the above theorem, plus its deadline, i.e.

\[
\forall v \in V_{i}^{\text{J}} \mid C_i + \sum_{j \in \text{hp}(i)} \left( \frac{v + J_j}{T_j} \right) C_j \leq v.
\]

The resulting schedulability test [17] consists in verifying the following condition for each task \( \tau_i \in \mathcal{T} \):

\[
\exists v \in V_{i}^{\text{J}} \mid C_i + \sum_{j \in \text{hp}(i)} \left( \frac{v + J_j}{T_j} \right) C_j \leq v.
\]

C. Task sets with offsets

In several applications, the periodic activation of some tasks is defined with a fixed starting offset; for instance, when it is necessary to ensure an implicit synchronization of events. In these cases, computing the worst-case response time under the synchronous release hypothesis may be too pessimistic.

An effective approach to analyze such task sets is provided by Pellizzoni and Lipari (Theorem 2 in [18]). To analyze a generic task \( \tau_i \), the possible critical instants and busy periods are constructed by starting with the activation of an instance of generic higher priority task \( \tau_x \), and considering all the other tasks phased with the minimum activation offset that they may
experience with respect to any instance of $\tau_x$. The response-time analysis must then be performed by considering each possible activation of a higher priority task $\tau_x$ as the beginning (at $t = 0$) of a busy period that is a candidate critical instant. The test is pessimistic, since such minimum offsets may never occur at the same time, but is a good compromise between simplicity and accuracy. Nevertheless, its complexity is still polynomial and an approximate alternative is highly desirable.

The minimum distance between any release of $\tau_x \in \mathcal{T}$ and a the release of a different task $\tau_y$ can be computed as [18]
\[
\Delta_{x,k} = \phi_k - \phi_x + \left( \frac{\phi_x - \phi_k}{\text{GCD}(T_x, T_k)} \right) \text{GCD}(T_x, T_k),
\]
where $\text{GCD}(T_x, T_k)$ is the greatest common divisor between $T_x$ and $T_k$. Note that $\Delta_{x,k}$ cannot be negative.

Each time a new task $\tau_x$ is considered for the start of the busy period, a new task set $\mathcal{T}_y$ is created by transforming the tasks in the original set $\mathcal{T}$, into corresponding tasks $\tau_k$ with offsets computed as $\phi_k' = \Delta_{x,k}$. The set $\mathcal{T}$ is schedulable if all $\mathcal{T}_y$ are schedulable (from [18]).

For each choice of $\tau_x$, it is now possible to identify the check-points that correspond to the last activations of all the high-priority tasks with respect to $\tau_x$.

**Theorem 2.** Consider one set $\mathcal{T}_y$ and a task $\tau'_y \in \mathcal{T}_y$ under analysis in a problem window in which $\tau'_y$ is released at time $\phi'_y$ and $[\phi'_y, \phi'_y + D_y]$ is its scheduling window.

If $\phi'_y < \phi_k' \leq \phi'_y + D_y$, or $\phi_k' \leq \phi'_y \wedge T_k + \phi'_y < \phi'_y + D_y$, then task $\tau'_y \in \mathcal{T}_y$ has at least one activation in $[\phi'_y, \phi'_y + D_y]$, and its last activation within this interval occurs at time
\[
V_{i,k,x} = \left[ \frac{D_y + \phi'_y - \phi'_k}{T_k} \right] T_k + \phi'_k.
\]

**Proof.** There can be two cases: (i) the first release of $\tau'_y$ happens in $[\phi'_y, \phi'_y + D_y]$; (ii) otherwise. In case (i), by definition, there is at least one activation of $\tau'_y$ in $[\phi'_y, \phi'_y + D_y]$. The distance between the first activation and the end of the interval of interest is given by $D_y + \phi'_y - \phi'_k$. Task $\tau'_y$ has $\frac{D_y + \phi'_y - \phi'_k}{T_k}$ periodic activations that are fully contained into the scheduling window of $\tau'_y$. Hence, the last activation happens at the time defined by Equation (8). In case (ii), an activation of $\tau'_y$ in $[\phi'_y, \phi'_y + D_y]$ is possible only if the first activation of $\tau'_y$ happens before the first activation of $\tau'_i$, i.e., $\phi'_k \leq \phi'_y$, and its second activation is within the scheduling window of $\tau'_y$, i.e., $T_k + \phi'_k < \phi'_y + D_y$. Under these conditions, the same reasoning discussed above can be applied to find the time of the last activation of $\tau'_y$ in the interval of interest.

A set of check-points to study the schedulability of task $\tau'_y \in \mathcal{T}_y$ can be computed as the union of all the points $V_{i,k,x}$ provided by the above theorem, plus the deadline of $\tau'_y$

\[
\mathcal{V}_{i,x}^{OFF} = \bigcup_{k \in \mathcal{H}(i)} \{ V_{i,k,x} \} \cup \{ \phi'_y + D_y \}.
\]

Leveraging the set $\mathcal{V}_{i,x}^{OFF}$, the following schedulability test [18] must be performed for every set $\mathcal{T}_y$ and every task $\tau'_y \in \mathcal{T}_y$:
\[
\exists v \in \mathcal{V}_{i,x}^{OFF} \text{ such that } C_i + \sum_{j \in \mathcal{H}(i)} \left[ \frac{v - \phi'_j}{T_j} \right] C_j \leq v.
\]

If none of these condition is violated, then the original task set $\mathcal{T}$ is schedulable. Since $n$ sets $\mathcal{T}_y$ need to be checked with a quadratic procedure, the total number of conditions is $O(n^3)$.

**D. Task sets with blocking**

When considering a task set in which some tasks may suffer blocking from lower priority ones, e.g., due to locking protocols, the schedulability tests presented above can be extended by simply inflating $C_i$ by the blocking term $B_i$. Note that the formulation of the last activation of high-priority tasks before the deadline is not affected by the blocking times. Hence the computed check-points can also be used to implement a schedulability test under blocking. The test has the same complexity as the case without blocking.

**E. Transactional task model**

Transactional tasks (possibly also scheduled with offsets and release jitter) are particularly interesting when dealing with parallelized computations partitioned on multicore systems. For instance, recent works on the LET model to guarantee causality in multicore scheduling require the partitioning of tasks into periodic sub-tasks (or LET frames) separated by synchronization barriers, where shared data are communicated between the cores [1], [19]. This architecture can be represented as a transactional model.

Following Theorem 2 in [14], a task $\tau_{i,j}$ in a transaction can be analyzed by studying the critical instants arising when:

- $\tau_{i,j}$ is released with maximum jitter $J_{i,j}$ at the beginning of the problem window under analysis ($t = 0$ without loss of generality);
- other tasks $\tau_{i,k} (k \neq j)$ belonging to the same transaction $\Gamma_j$ are consecutively released with the corresponding offsets with respect to $\tau_{i,j}$, and no jitter;
- in all the other transactions $\Gamma_{i,j} (x \neq i)$, one task $\tau_{x,s}$ is synchronously released with $\tau_{i,j}$ with its maximum jitter, and the remaining ones are released with their offsets with respect to $\tau_{x,s}$, and no jitter.

Let $\Lambda_{i,j}$ be the set of all possible combinations of scheduling patterns according to the above rules. In the following, we denote by $\tau(\lambda)$ the set of tasks that in a pattern $\lambda \in \Lambda_{i,j}$ have the first activation synchronized with $\tau_{i,j}$. The analysis in [14] is based on the derivation of a bound on the maximum interference that can be generated in each pattern $\lambda \in \Lambda_{i,j}$.

Our approach aims at computing the time of the last activation of each high-priority task in all the possible busy periods originating from a candidate critical instant with respect to the task $\tau_{i,j}$ under analysis.

First, we compute the time of the first activation of each high-priority task $\tau_{x,k}$, belonging to an arbitrary transaction $\Gamma_x$, and occurring after the release of $\tau_{i,j}$. This instant depends on the task $\tau_{x,s}$ activated synchronously with $\tau_{i,j}$ [14]
\[
\Phi_{x,k,s} = T_x - (\phi_{x,s} + J_{x,s} - \phi_{x,k}) \mod T_x.
\]

The interference generated by $\tau_{x,k}$ is then derived by decomposing the part before $\Phi_{x,k,s}$ (also referred to as carry-
where $t$ denotes the length of the analysis interval of interest. The carry-in interference can be upper-bounded as

$$I_{x,k,s} = \begin{cases} 
\bar{C}_{x,k} & \text{if } \Phi_{x,k,s} > (T_x - D_{x,k}) \\
0 & \text{otherwise,}
\end{cases} \quad \text{(11)}$$

where $\bar{C}_{x,k} = \min \{C_{x,k}, \Phi_{x,k,s} - (T_x - D_{x,k})\}$.

Next, we compute the check-points of interest. In patterns $\lambda \in \Lambda_{i,j}$, the scheduling window of the task under analysis $[0, D_{i,j} - J_{i,j}]$. The interval that lasts from the first release of a high-priority task $\tau_{x,k}$ within $[0, D_{i,j} - J_{i,j}]$, and $D_{i,j} - J_{i,j}$ is given by $D_{i,j} - J_{i,j} - \Phi_{x,k,s}$. Hence, there are $\lfloor \frac{D_{i,j} - J_{i,j} - \Phi_{x,k,s}}{T_x} \rfloor$ instances of $\tau_{x,k}$ that are fully-contained into the scheduling window of $\tau_{i,j}$. Consequently, the last activation of $\tau_{x,k}$ in the window of interest is given by

$$V_{i,j,x,k,s} = \left[ \frac{D_{i,j} - J_{i,j} - \Phi_{x,k,s}}{T_x} \right] T_x + \Phi_{x,k,s}. \quad \text{(12)}$$

Clearly, such points are valid only if task $\tau_{x,k}$ has at least one activation in $[0, D_{i,j} - J_{i,j}]$, i.e., $\Phi_{x,k,s} \leq D_{i,j} - J_{i,j}$.

The set of check-points for verifying the schedulability of $\tau_{i,j}$ assuming a scheduling pattern $\lambda$ is finally given by

$$V_{i,j,\lambda} = \bigcup_{\tau_{x,k} \in \tau(\lambda)} \bigcup_{x \in \text{hp}(i)} \bigcup_{k=1}^{N_x} \{V_{i,j,x,k,s}\} \cup \{D_{i,j} - J_{i,j}\}. \quad \text{(13)}$$

In conclusion, the proposed analysis consists in leveraging the interference bound $I_{x,k,s}(t)$ and the check-points in (13) for each scheduling pattern to be analyzed. Formally, a task $\tau_{i,j}$ is said to be schedulable if, $\forall \lambda \in \Lambda_{i,j},$

$$\exists v \in V_{i,j,\lambda} \mid C_{i,j} + \sum_{\tau_{x,k} \in \tau(\lambda)} I_{x,k,s}^{\text{res}}(t) + \sum_{x \in \text{hp}(i)} \sum_{k=1}^{N_x} I_{x,k,s}(v) \leq v,$$

where $I_{x,k,s}^{\text{res}}(t)$ is the interference from tasks of the same transaction of $\tau_{i,j}$, computed as in (11). The combinations in $\Lambda_{i,j}$ are $O(\max_{i=1}^{N_t} \{N_i\}^{NT})$, and each of them originates $O(n)$ scheduling points (one for each high-priority task).

V. EXPERIMENTAL EVALUATION

Large-scale experiments have been performed to assess the performance of the proposed tests with respect to state-of-the-art analysis methods for the models covered in this paper, i.e., response-time analysis exact tests for tasks with and without blocking; the analyses in [17], [18], and [14] for tasks with jitters, offsets, and involved in transactions, respectively.

We tested systems with $n \in \{5, 25\}$ tasks and utilization $U$ from 0.7 to 0.95 with step 0.05 (relevant performance differences have been observed only at high utilizations and for small task sets). For every combination of parameters $(n, U)$, $\nu = 50000$ task sets have been tested, for a total of about 1 million sets. The utilizations of the tasks have been generated with the UUnifast [20] algorithm, enforcing a minimum per-task utilization of 1%. Periods have been randomly chosen (i) between 1 ms and 1 second, with uniform distribution; or (ii) in a limited set of pseudo-harmonic periods $\{1, 2, 5, 10, 15, 20, 25, 30, 45, 50, 75, 100\}$ ms, to test more realistic configurations. The execution time is then accordingly computed as $C_{i} = T_i \cdot U_i$ (rounded down to the first integer).

For the case of transactional task sets, we tested systems with $N_T \in \{3, 6\}$ transactions, where every transaction has $N_i \in \{2, 5\}$ tasks, thus obtaining a number of total tasks ranging from 6 to 30. For every combination of transactions and utilization $U$, 5000 tests have been performed. Deadlines $D_i$ have been randomly generated in the interval $[C_i + \alpha_D(T_i - C_i), T_i]$, with $0 \leq \alpha_D \leq 1$, offsets $\phi_i$ in $[0, \alpha_o D_i]$, with $0 \leq \alpha_o < 1$, and jitters $J_i$ in $[0, \alpha_J(D_i - C_i)]$, with $0 \leq \alpha_J < 0.2$, all with uniform distribution. $\alpha_D$, $\alpha_o$, and $\alpha_J$ are tunable parameters. For the general case of Fixed Priority scheduling (i.e., not Rate Monotonic), task priorities are randomly assigned. As a comparison metric we selected the failure rate, computed as the normalized difference between the number of task sets deemed schedulable by our tests, denoted by $A_p$, and those accepted by necessary and sufficient state-of-the-art tests, denoted by $A_e$. The failure rate is $f = (A_e - A_p)/\nu$ and provides the fraction of task sets for which our tests fail in detecting a schedulable condition.

A. Experimental results

In the case of Rate Monotonic, implicit-deadline task sets, Fig. 1 shows the failure rates as a function of the number of tasks under RM, ID.
of tasks $n$. Quite interestingly, the maximum failure never exceeds 2%. Fig. 2 shows the failure rate for task sets with constrained deadlines, offsets, and jitters, as a function of parameters $\alpha_D, \alpha_O$ and $\alpha_J$, respectively. Each point in the plots reports the results aggregated for all the tested task set sizes, i.e., averaging among all the tested task sets with $n \in [5, 25]$. These parameters impact the failure rate of our tests in different ways: while changing the offsets does not affect the precision of the proposed test, tightening the deadline and increasing the jitter generally corresponds to a decrease of the failure rate. In all the tested configurations, the failure rate resulted around (or below) 1%. Surprisingly enough, low failure rates (< 1%) are also found for task sets that include blocking, and in general all cases of Fixed Priority scheduling (not Rate Monotonic), combining different configurations of the parameters that control jitter, offsets, and constrained deadlines. Extremely low values are also found for all the task sets with pseudo-harmonic tasks.

In summary, the proposed tests revealed high schedulability performance both for hard-to-schedule task sets (with blocking, high jitter, tight deadlines and arbitrary priorities) and for easy-to-schedule sets (with pseudo-harmonic tasks), with failure rates that are quite below uncertainties that are typically associated with the determination of task parameters such as the worst-case execution time. Finally, for all transactional task sets, our experiments show extremely low failure rates for all the jitter and deadlines values in the chosen ranges. A selection of the results for the most relevant tests is reported in Table I.

VI. CONCLUSION

This paper presented approximate schedulability tests for Fixed Priority scheduling under a wide range of assumptions on the task model. The tests can be implemented with a limited number of linear closed-form equations, and are suitable for use in Mixed-Integer Linear Programs for the optimization of real-time systems. A large-scale experimentation revealed very low failure rates, showing a pessimistic outcome only in less than 1% of the proposed tests cases with respect to state-of-the-art schedulability tests (including exact ones).
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